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Why measure the proper motion of Andromeda?

• The satisfaction of knowing how we are moving wrt our closest large neighbor and sister 
inhabitant of the Local Group


• Inferring how the past and future of the Local Group → if large tangential motion, a Local 
Fly-By instead of a Local Group. Refine measurements of the mass of the Local Group


• Proper motion impossible to measure without strong (dynamical) assumptions until recently


• A lot of wonderful work to get a direct measurement/inference over the last 10-15 years but 
it's very hard!


• But 10 µas/yr ~ 40 km/s at the distance of M31 (~800 kpc)
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Figure 1. Figure taken from Brown et al. (2006). Appropriately scaled and rotated boxes denote our three target fields (labeled). The underlying gray shading represents
the density of stars from the map of Ferguson et al. (2002). The ellipse marks the area within 30 kpc of the galactic center in the inclined disk plane (labeled).

Table 1
Description of Data for the Second-epoch Observations

Target Field Data Set Detector PA_V3a Exposure Time ∆T b

(s)

SPHEROID jb4404vsq, jb4404vuq ACS/WFC 75.07 1289, 1289 7.10
ib4401rsq, ib4401ruq, ib4401rxq, ib4401s1q WFC3/UVIS 255.14 1379, 1379, 1450, 1450 7.57

OUTERDISK jb4405jgq, jb4405jiq ACS/WFC 247.17 1289, 1289 5.06
ib4402urq, ib4402uwq, ib4402vqq, ib4402vuq WFC3/UVIS 67.08 1420, 1420, 1491, 1491 5.55

TIDALSTREAM jb4406muq, jb4406mwq ACS/WFC 21.85 1299, 1299 5.99
ib4403enq, ib4403epq, ib4403esq, ib4403ewq WFC3/UVIS 216.92 1379, 1379, 1450, 1450 5.47

Notes. All data in the second epoch were obtained with the F606W filter. Field coordinates and descriptions of the first-epoch data are presented in Brown
et al. (2006).
a The position angle of the HST V3 axis at the center of detector’s field of view.
b Baseline between the first and second-epoch data in years.

first epoch, but the WFC3 images were rotated by roughly 45◦

with respect to the ACS images. This was to place the parallel
ACS/WFC fields overlapping with the first epoch parallel
WFPC2 images, but the parallel fields will not be discussed in
this paper as they are not useful for astrometry at the accuracy
that we need. Because the FOV of WFC3/UVIS is 64% of
that of the ACS/WFC, the observed WFC3 images are fully
contained within the ACS images despite the ∼45◦ difference
in their orientations. The details of our second-epoch data are
summarized in Table 1.

3. ANALYSIS

3.1. Overview

Measurement of PMs involves measuring the displacement
between the position of an object at one time and its position

at another. If this displacement can be measured with respect
to objects for which we know the absolute motion, then we
can obtain absolute PMs. In our case, we will measure the
displacement of M31 stars with respect to the background
galaxies in the field to obtain an absolute PM. Our strategy is
to first align the stars in the first- and second-epoch images,
restricting the alignment to those stars confirmed to belong
to M31. Then, we measure the average displacement of the
background galaxies with respect to this moving frame of
reference. The negative of this relative displacement yields the
mean absolute PM of the M31 stars. This measurement of the
mean does not require knowledge of the exact PM distribution
of the M31 stars. This distribution can be complex, because
different structural components of M31 contribute to each field.
However, to transform the mean PM of the M31 stars in a field
to an estimate of the M31 COM, one does need to construct a

3

Sohn et al. (2012)

• Using previous deep photometry in 3 HST 
fields of the M31 outskirts


• Using thousands of (faint) stars


• 5–7 yr baseline


• Ideally would use QSOs for reference but 
not enough in ACS/WFC3 fields…


• Use galaxy centers for reference frame 
but they are extended…
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Figure 3. Selection of M31 stars in the SPHEROID field based on (a) the quality-of-fit (QFIT) parameter, (b) the color–magnitude diagram, and (c) relative proper
motion (divided by the proper-motion error for better scaling) with respect to the average proper motion. In all three panels, blue points are stars that pass all three
cuts, while red points are objects that fail to pass at least one cut. Most objects in red located at the bright end of the color–magnitude diagram were rejected because
of their relative proper motions. These are likely foreground stars.

To identify them, we made use of the mean quality-of-PSF-fit
parameter (QFIT) reported by the img2xym_WFC_9x10 program
(see Figure 3(a)). Selecting the objects with low values of QFIT
allows us to filter out extended objects as well as stars that are too
close to other stars to provide accurate position measurements.
To ensure that all of the stars in the list are M31 members,
we reduced the F814W images and constructed a CMD (see
Figure 3(b)). From this, we selected stars that lie roughly on
the M31 sequences. Although small in number, field stars in
the Milky Way halo may be included in our selection, but we
believe that most of them will be filtered out in our next step of
selection. Finally, reference stars were selected based on their
lack of motion with respect to the other M31 stars. This was
done by aligning the second-epoch star positions with the first-
epoch positions and iteratively rejecting the objects that have
moved between the epochs (see Figure 3(c)). For any given
ACS/WFC target field, the M31 stars should all be moving
toward the same direction in space. Differential motions due to
the internal kinematics of M31 within a single ACS/WFC field
should be negligible compared to the observational uncertainties
(see Paper II for details). We note that, in principle, better
detection and photometry of fainter stars can be achieved by
measuring stars directly from the stacked images, as has been
demonstrated by Brown et al. (2006). However, as our main goal
is doing astrometry, we are only interested in stars for which
positions can be reliably measured in individual exposures. Our
final lists of M31 reference stars include ∼10, 000 stars for the
SPHEROID and OUTERDISK fields, and ∼5000 stars for the
TIDALSTREAM field.

3.5.2. Identifying Background Galaxies

A quick visual inspection of the super-sampled stacked
images of our target fields reveals that there are hundreds of
background galaxies. We have already identified sources using
the img2xym_WFC_9x10 program, but because that program
is specifically designed to measure stars, it neglects many of
the extended sources. For this reason, SExtractor (Bertin &
Arnouts 1996) was separately run on the stacked images to detect
and measure extended sources. We generated a candidate list
of galaxies by selecting sources from the SExtractor output
mainly based on their MAG_AUTO, CLASS_STAR, and FLUX_MAX
parameters. For each field, this candidate list included more
than 1000 sources, but we found that many of the candidates are
in fact multiple stars clustered together. We carefully identified
sources in the candidate list one by one, basing our judgment on

their two-dimensional contours and three-dimensional surface
profiles. Whenever the identification was unclear, we excluded
the source from our selection to stay on the conservative side.
We note that we desire the background galaxy list to be as
free of contamination by stars as possible because the PM
measurements are sensitive to the reference sources we choose to
use. Finally, we considered only objects for which the template-
fitting method, described in the next section, yields position
uncertainties of less than 0.25 pixel in both X and Y. The final
lists contain 368, 339, and 374 galaxies for the SPHEROID,
OUTERDISK, and TIDALSTREAM fields, respectively.

3.6. Measuring Positions of Objects with Templates

Our goal is to measure accurate PMs. The most crucial part
of our analysis is therefore to measure the positions of objects in
the individual images as accurately as possible. Simple methods
such as fitting the objects with a two-dimensional Gaussian
function or finding the flux centroid are accurate only if the
objects have well-sampled peaks. This is not the case for most
of the background galaxies in our target fields. To measure
the positions of objects, we therefore adopt the template-fitting
method developed by Mahmud & Anderson (2008).

3.6.1. The Template-fitting Method

The details and general diagnostics of the template-fitting
method are documented in Mahmud & Anderson (2008). Here,
we summarize only the basic concepts behind the method. The
distortion corrections in Section 3.3 and the linear transforma-
tions derived in Section 3.4 allow us to associate a position
(xr, yr )j in a given individual image j with a position (xm, ym)
in the stacked image, and vice versa. We are thus able to build a
model of what the galaxy or star should look like in an individual
image by proper sampling of the stacked image.

The goal is to measure in consistent fashion a position for
each object (star or galaxy) in each individual exposure. To do
this, we construct a template model for each object, and use it to
measure that object in every exposure. The location within the
template that we will define to be its center is arbitrary, since
in the end we care only about differences in position. So we
define the center of the brightest pixel in the stacked image to
be the object center (or “handle” in the parlance of Mahmud &
Anderson). With the center so defined, we interpolate the stacked
image at a super-sampled array of points, with the center at (0,0)
but with a pixel orientation and spacing that corresponds to the
transformed exposure’s _flt coordinate system. The result is a
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Figure 2. 25′′ × 25′′ portion (1.5% of the total image area) of the stacked image for the SPHEROID field. Background galaxies used as positional references are
enclosed by red circles, while M31 stars that pass the selection criteria of Section 3.5.1 are marked with green plus signs.
(A color version of this figure is available in the online journal.)

and use their distortion-corrected positions to construct a six-
parameter least-squares linear transformation between the two
frames. The six parameters involve x–y translation, scale,
rotation, and two components of skew. The need for these linear
transformations is discussed in Section 3.6.4 of Anderson & van
der Marel (2010). We use these transformations to convert the
star positions measured in the various images into the reference
frame, giving us many estimates of the position of each star in
the reference frame. We average these positions to refine the
reference-frame positions for all the stars and use these new
average positions to improve the transformations (which had
initially been based on the positions as measured in the first
frame itself). This procedure is iterated two to three times to
improve the positions of both the stars and the transformations.

We use the star-based transformations to construct the stacked
images. In order to get better sampling, we super-sample
the stacked image by a factor of two relative to the native
ACS/WFC pixel scale. The image-stacking process we used
is similar to the commonly used Drizzle algorithm (Fruchter
& Hook 2002) with a point kernel, except that we included
an iterative procedure to regularize the sampling in a manner
similar to iDrizzle (Fruchter 2011). The procedure involves
no deconvolution, and as such the resulting image at every point
simply represents the flux that an actual _flt image pixel would
receive if it were centered at that location in the frame. It is

this property that allows us to construct empirical templates
(see Section 3.6.1) for our stars and galaxies. Figure 2 shows a
25′′ × 25′′ portion of the 2× super-sampled stacked image for
the SPHEROID field with M31 stars and background galaxies
identified, as described in the following sections.

3.5. Identifying Stars and Galaxies

All of our target fields are dominated by M31 stars, but there
are also other sources, such as foreground stars and background
galaxies. Since our strategy for deriving the PM of M31 is to
measure the displacement of the background galaxies relative
to the co-moving frame of reference defined by the M31 stars,
it is important to accurately identify both background galaxies
and M31 stars before we proceed any further.

3.5.1. Identifying M31 Reference Stars

The selection of M31 stars was carried out following the
procedure below. For each target field, we use the star list
compiled in Section 3.4. Our initial star lists include only
sources that are found independently in a large number of
first-epoch F606W exposures (typically, >35%); as such, the
list is almost entirely free of cosmic rays and image defects.
There are, however, a large number of resolved sources, which
could be either blended stars or extended background galaxies.
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• Using previous deep photometry in 3 HST 
fields of the M31 outskirts


• Using thousands of (faint) stars


• 5–7 yr baseline


• Ideally would use QSOs for reference but 
not enough in ACS/WFC3 fields…


• Use galaxy centers for reference frame 
but they are extended…
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Figure 12. Proper-motion results for the three target fields. Each black symbol with an error bar indicates the weighted average PM of M31 stars in the given field,
inferred from a single second-epoch exposure as in Figures 10 and 11. Measurements using ACS/WFC (open squares) and WFC3/UVIS (open triangles) are indicated
with different symbols. The solid red data point is the weighted average of the six separate measurements for each field.
(A color version of this figure is available in the online journal.)
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Figure 13. Average proper motions, converted to km s−1 using a distance to
M31 of 770 kpc, for each target field (red closed circles). The error-weighted
mean of the three fields is shown as the black X mark.
(A color version of this figure is available in the online journal.)

in black. This weighted average is also listed in Table 3. The
figure shows results in physical units of km s−1, instead of mas
yr−1. To transform the units, we assumed a distance of 770 kpc
(see references in van der Marel & Guhathakurta 2008), so that
0.1 mas yr−1 = 365 km s−1. Distance errors were not propa-
gated in this conversion. The final weighted average PM differs
from zero at the ∼4.3σ level. Therefore, we have actually mea-
sured a motion, and we have not merely put an upper limit on
any motion.

4.2. Consistency Checks

To have faith in the results, it is important to assess the internal
consistency of the measurements. There are many checks
available for this, since we have performed measurements using

different exposures, with different instruments, and for different
fields.

For a given field i (SPHEROID, OUTERDISK, or
TIDALSTREAM), second-epoch instrument j (ACS/WFC or
WFC3/UVIS), and coordinate direction k (West or North), we
identify the set of l PM measurements µijkl (either four or two
measurements, depending on the instrument) with random errors
∆µijkl . There are a total of 36 measurements (see Table 2). We
combine the different measurements l to obtain the 12 weighted
averages µijk with random errors ∆µijk .

The quantity

χ2
1 =

∑

ijkl

(
µijkl − µijk

∆µijkl

)2

(2)

provides a measure of the extent to which different measure-
ments for the same field and with the same instrument agree to
within the random errors. We find that χ2

1 = 26.2. In absence
of systematic errors, one expects χ2

1 to follow a χ2 probability
distribution with NDF = 36 − 12 = 24 degrees of freedom. The
expectation value for such a distribution is NDF, and the disper-
sion is ∼

√
2NDF. Hence, the measurements for the same field

with the same instrument are statistically consistent with each
other. This is also visually evident from inspection of Figure 12,
which shows, furthermore, that the agreement is least good for
the OUTERDISK field.

The quantity

χ2
2 =

∑

ik

(µi1k − µi2k)2

∆µ2
i1k + ∆µ2

i2k

(3)

provides a measure of the extent to which measurements for the
same field with different instruments agree to within the random
errors. We find that χ2

2 = 8.5. In this case, NDF = 6, so the
measurements for the same field with the different instruments
are also statistically consistent with each other.

Finally, the quantity

χ2
3 =

∑

ik

(
µik − µk

∆µik

)2

(4)

provides a measure of the extent to which measurements for
different fields agree to within the random errors. Here, µik

13

Sohn et al. (2012)

Individual 2nd epoch exposure

average of a field

~10k stars ~10k stars ~5k stars

(0.1 mas/yr ~ 400 km/s)



Nicolas Martin — Observatoire astronomique de Strasbourg (ObAS/CNRS) & MPIA Heidelberg  | Gaia — Beyond the Milky Way

Measurements with HST
The Astrophysical Journal, 753:7 (15pp), 2012 July 1 Sohn, Anderson, & van der Marel

Figure 1. Figure taken from Brown et al. (2006). Appropriately scaled and rotated boxes denote our three target fields (labeled). The underlying gray shading represents
the density of stars from the map of Ferguson et al. (2002). The ellipse marks the area within 30 kpc of the galactic center in the inclined disk plane (labeled).

Table 1
Description of Data for the Second-epoch Observations

Target Field Data Set Detector PA_V3a Exposure Time ∆T b

(s)

SPHEROID jb4404vsq, jb4404vuq ACS/WFC 75.07 1289, 1289 7.10
ib4401rsq, ib4401ruq, ib4401rxq, ib4401s1q WFC3/UVIS 255.14 1379, 1379, 1450, 1450 7.57

OUTERDISK jb4405jgq, jb4405jiq ACS/WFC 247.17 1289, 1289 5.06
ib4402urq, ib4402uwq, ib4402vqq, ib4402vuq WFC3/UVIS 67.08 1420, 1420, 1491, 1491 5.55

TIDALSTREAM jb4406muq, jb4406mwq ACS/WFC 21.85 1299, 1299 5.99
ib4403enq, ib4403epq, ib4403esq, ib4403ewq WFC3/UVIS 216.92 1379, 1379, 1450, 1450 5.47

Notes. All data in the second epoch were obtained with the F606W filter. Field coordinates and descriptions of the first-epoch data are presented in Brown
et al. (2006).
a The position angle of the HST V3 axis at the center of detector’s field of view.
b Baseline between the first and second-epoch data in years.

first epoch, but the WFC3 images were rotated by roughly 45◦

with respect to the ACS images. This was to place the parallel
ACS/WFC fields overlapping with the first epoch parallel
WFPC2 images, but the parallel fields will not be discussed in
this paper as they are not useful for astrometry at the accuracy
that we need. Because the FOV of WFC3/UVIS is 64% of
that of the ACS/WFC, the observed WFC3 images are fully
contained within the ACS images despite the ∼45◦ difference
in their orientations. The details of our second-epoch data are
summarized in Table 1.

3. ANALYSIS

3.1. Overview

Measurement of PMs involves measuring the displacement
between the position of an object at one time and its position

at another. If this displacement can be measured with respect
to objects for which we know the absolute motion, then we
can obtain absolute PMs. In our case, we will measure the
displacement of M31 stars with respect to the background
galaxies in the field to obtain an absolute PM. Our strategy is
to first align the stars in the first- and second-epoch images,
restricting the alignment to those stars confirmed to belong
to M31. Then, we measure the average displacement of the
background galaxies with respect to this moving frame of
reference. The negative of this relative displacement yields the
mean absolute PM of the M31 stars. This measurement of the
mean does not require knowledge of the exact PM distribution
of the M31 stars. This distribution can be complex, because
different structural components of M31 contribute to each field.
However, to transform the mean PM of the M31 stars in a field
to an estimate of the M31 COM, one does need to construct a
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• But the stars in each field have their own 
peculiar motion wrt the M31 center of 
mass…

• Rotation of the disk


• Motion of Giant Stream
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Figure 1. Figure taken from Brown et al. (2006). Appropriately scaled and rotated boxes denote our three target fields (labeled). The underlying gray shading represents
the density of stars from the map of Ferguson et al. (2002). The ellipse marks the area within 30 kpc of the galactic center in the inclined disk plane (labeled).
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TIDALSTREAM jb4406muq, jb4406mwq ACS/WFC 21.85 1299, 1299 5.99
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Notes. All data in the second epoch were obtained with the F606W filter. Field coordinates and descriptions of the first-epoch data are presented in Brown
et al. (2006).
a The position angle of the HST V3 axis at the center of detector’s field of view.
b Baseline between the first and second-epoch data in years.

first epoch, but the WFC3 images were rotated by roughly 45◦

with respect to the ACS images. This was to place the parallel
ACS/WFC fields overlapping with the first epoch parallel
WFPC2 images, but the parallel fields will not be discussed in
this paper as they are not useful for astrometry at the accuracy
that we need. Because the FOV of WFC3/UVIS is 64% of
that of the ACS/WFC, the observed WFC3 images are fully
contained within the ACS images despite the ∼45◦ difference
in their orientations. The details of our second-epoch data are
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Measurement of PMs involves measuring the displacement
between the position of an object at one time and its position
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to objects for which we know the absolute motion, then we
can obtain absolute PMs. In our case, we will measure the
displacement of M31 stars with respect to the background
galaxies in the field to obtain an absolute PM. Our strategy is
to first align the stars in the first- and second-epoch images,
restricting the alignment to those stars confirmed to belong
to M31. Then, we measure the average displacement of the
background galaxies with respect to this moving frame of
reference. The negative of this relative displacement yields the
mean absolute PM of the M31 stars. This measurement of the
mean does not require knowledge of the exact PM distribution
of the M31 stars. This distribution can be complex, because
different structural components of M31 contribute to each field.
However, to transform the mean PM of the M31 stars in a field
to an estimate of the M31 COM, one does need to construct a
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• The M31 system is so big on the sky that 
the radial velocity of satellites includes a 
significant component of the center of 
mass velocity

Martin et al. (2013)

Density map of Red Giant Branch stars in the stellar halo of Andromeda

~13°
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• The M31 system is so big on the sky that 
the radial velocity of satellites includes a 
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Using M31's satellite dwarf galaxies

van der Marel & 
Guhathakurta (2012)

• The M31 system is so big on the sky that 
the radial velocity of satellites includes a 
significant component of the center of 
mass velocity


• There are now 40+ satellite dwarf 
galaxies around M31.


• Can tease out the (tangential) motion of 
M31 from the line-of-sight velocities of 
the ensemble population of satellites

Milky Way

M31Satellite

Satellite

Line of sight velocity

due to the M31 motion
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Figure 1. Illustration of the workings of the method. The simple model
described in Section 2.3 is used to make a realization of 50 000 satellites
which are placed at the distance of M31, and set in motion such that the
system possesses the mean motion measured in this contribution. Panel
(a) shows the corresponding Heliocentric velocities, which contain a large
signal from our motion around the centre of the Milky Way. Once this Solar
motion is corrected for (panel b), the bulk motion of the system of satellites
becomes apparent as an obvious velocity gradient along the direction of
motion of the system (which is indicated by the black arrow). The angular
positions (ξ , η) are given in terms of standard coordinates with respect to
the centre of M31.

host centre, Rlim, of the 39 satellites. The small, medium and large
grey points correspond, respectively, to rlim/r200 = 1, rlim/r200 = 2
and rlim/r200 = 3 where r200 is the virial radius of the host
halo.

The transverse velocity is better estimated for rlim/r200 = 2 than
for rlim/r200 = 1. This is due to the fact that the method needs
to sample a large range of lines of sight to be effective. However,
this improvement stops being useful when the satellites are too
far away from the host because they are not bound to it anymore.
The optimum recovery is for rlim/r200 ∼ 2 with a distribution of
deviations centred on the correct value to better than 10 km s−1

with 65 km s−1 uncertainties in both directions.

Figure 2. Means and uncertainties of the distribution of deviations of the
recovered vx and vy with respect to the known ones of the ELVIS simulation,
using as probes the 39 most massive satellite haloes within a given limiting
radius Rlim in the frame of the host. Grey points correspond to the application
of the method to 240 isolated halo ‘observations’, and red points to 24 halo
pair ‘observations’. The size of the points correspond to the limiting radius:
rlim/r200 = 1 for small points, rlim/r200 = 2 for medium-sized points, and
rlim/r200 = 3 for the largest points.

2.2.2 ELVIS: halo pairs

We now apply the same procedure to the 12 halo pairs of ELVIS.
This time, the ‘observation’ is made from the point of view of an
observer located at the centre of the other halo of the pair. This
again leads to 24 ‘observations’ of satellite systems. In Fig. 2, the
mean deviation of our recovered vx and vy with respect to the true
relative velocity is plotted in red. The optimum recovery is also
attained for rlim/r200 ∼ 2, with a distribution of deviations centred
on 15 km s−1 and σ = 55 km s−1 in both directions. This slightly
smaller σ than in the isolated case is probably due to the limited
influence of the environment in the halo pair case. The gravitational
effect of the environment is dominated by the second halo in the
pair configurations, while for the isolated haloes it varies from case
to case.

In summary, the performance of the proposed method is validated
by these high-resolution cosmological simulations, and the associ-
ated typical error is very reasonable (∼55 km s−1) with respect to
previous studies that used satellites vdMG08 to constrain the M31
proper motion. Moreover, these tests show that our method, which
fits a spherically symmetric halo model, works well even when
applied to realistic triaxial haloes.

2.3 Testing the method with mock M31 satellite systems

For our observational study, all M31 satellites known to date will
be considered: And I, And II, And III, And V, And VI, And VII,
And IX, And X, And XI, And XIII, And XV, And XVI, And XVII,
And XVIII, And XIX, And XX, And XXI, And XXII, And XXIII,
And XXIV, And XXV, And XXVI, And XXVIII, And XXIX, And
XXX (Cass II), NGC 147, NGC 185, M32, NGC2 05, IC 10, LGS
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Using M31's satellite dwarf galaxies

• The M31 system is so big on the sky that 
the radial velocity of satellites includes a 
significant component of the center of 
mass velocity


• There are now 40+ satellite dwarf 
galaxies around M31.


• Can tease out the (tangential) motion of 
M31 from the line-of-sight velocities of 
the ensemble population of satellites

Signal is much less obvious with 40 satellites!
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Figure 4. Properties of the real satellite sample: (a) the most likely He-
liocentric distances, (b) the radial velocity corrected for the Solar motion
(compare to Fig. 1b), (c) the residuals with respect to the best-fitting model.
The most robust direction of motion recovered by our method is shown
with an arrow in (b); while not completely straightforward to interpret vi-
sually due to the multidimensionality of the information, it can be seen to
correspond to a direction along which the velocity gradient is high. The
dashed-line circles mark 150 and 300 kpc (≈r200), while the irregular poly-
gon delineates the boundary of the PAndAS survey. (ξ , η) are standard
coordinates centred on M31.

panel b), one can notice visually a velocity gradient by eye. Once
this model for the motion is removed (panel c) no large-scale pattern
in the residuals is evident. It is interesting to note from panel (c)
that after accounting for the bulk motion of the system, some of the
kinematic coherence of the VTP is lost: while the VTP satellites
to the south of M31 predominantly have negative velocities (blue),
the Northern satellites no longer have large positive velocities (cf.
Ibata et al. 2013).

4 D I S C U S S I O N A N D C O N C L U S I O N S

We have shown that the method we have developed allows the
3D velocity of the halo to be measured accurately. Our tests using
the ELVIS suite of simulations gave rise to uncertainties on the
transverse motion of less than 65 km s−1, irrespective of whether the
haloes were isolated or in LG-type pairs. The further tests, building
models similar to the observations allowed us to demonstrate that
the particular sky positions that the current sample of satellites are
situated at, do not give rise to significant biases in the measured
proper motion. Our model also showed that an incorrect estimate
of the parameters of the NFW input model (M200, r200, c and 3D
position) has a negligible effect on our results. In contrast, the
uncertainties on the 3D motion of the Sun within the Milky Way
can cause significant systematic errors. For instance, lowering the
tangential motion of the observer by 35 km s−1, causes the motion
of the Andromeda system to fall by 15 km s−1.

Due to their enormous masses, the haloes of giant galaxies should
dominate their environment, so we may expect it to be natural that
the baryonic disc formed at the centre of this structure. This was
the basis for our first set of measurements, where we analysed the
motions of the 39 satellites, assuming that the radial velocity of the
halo shares the radial velocity of M31 itself. In this way the motion
of the system was established.

In a second set of measurements, we dropped the requirement for
the radial velocity of M31 and the larger system to be identical. M31
was then considered to be just another satellite particle within this
system. By analysing several selections of satellites, we are able to
demonstrate the good coherence and stability of our results.

When placed into the Heliocentric frame, our measurements are
mostly in good agreement with the earlier study of vdMG08, see
Fig. 5, based on a much smaller sample of satellites. However, we
are forced to draw different conclusions to vdMG08, partially due
to recent improvements in the determination of the Solar motion.
The remaining differences are in the measurements themselves.
In Fig. 5, the most discrepant of the measurements by vdMG08
from our results is that due to the ‘outer LG galaxy sample’, and
it is this estimate that contributes most to the vdMG08-weighted
average. However, their outer LG galaxy sample consists of only
five galaxies, and given the statistical nature of their test, there are
strong grounds to be concerned about the tiny sample size. While
the HST measurements shown in Fig. 5 pertain to the motion of M31
rather than that of the whole system, we note that the HST disc field
measurement is completely consistent with our findings. As noted
in Section 1, it is possible that the spheroid field could contain some
unidentified kinematic substructure that biases that measurement,
and current dynamical models of the giant stellar stream may be
incomplete.

Another interpretation of the kinematics of the M31 satellite sys-
tem is that the observed velocity gradient reflects some intrinsic
rotation of the halo. This possibility was explored recently by Dea-
son, Belokurov & Evans (2011), who found the need for a rotation
of vφ = (62 ± 34) (R/10 kpc)−1/4 km s−1, where R is the projected
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(compare to Fig. 1b), (c) the residuals with respect to the best-fitting model.
The most robust direction of motion recovered by our method is shown
with an arrow in (b); while not completely straightforward to interpret vi-
sually due to the multidimensionality of the information, it can be seen to
correspond to a direction along which the velocity gradient is high. The
dashed-line circles mark 150 and 300 kpc (≈r200), while the irregular poly-
gon delineates the boundary of the PAndAS survey. (ξ , η) are standard
coordinates centred on M31.

panel b), one can notice visually a velocity gradient by eye. Once
this model for the motion is removed (panel c) no large-scale pattern
in the residuals is evident. It is interesting to note from panel (c)
that after accounting for the bulk motion of the system, some of the
kinematic coherence of the VTP is lost: while the VTP satellites
to the south of M31 predominantly have negative velocities (blue),
the Northern satellites no longer have large positive velocities (cf.
Ibata et al. 2013).

4 D I S C U S S I O N A N D C O N C L U S I O N S

We have shown that the method we have developed allows the
3D velocity of the halo to be measured accurately. Our tests using
the ELVIS suite of simulations gave rise to uncertainties on the
transverse motion of less than 65 km s−1, irrespective of whether the
haloes were isolated or in LG-type pairs. The further tests, building
models similar to the observations allowed us to demonstrate that
the particular sky positions that the current sample of satellites are
situated at, do not give rise to significant biases in the measured
proper motion. Our model also showed that an incorrect estimate
of the parameters of the NFW input model (M200, r200, c and 3D
position) has a negligible effect on our results. In contrast, the
uncertainties on the 3D motion of the Sun within the Milky Way
can cause significant systematic errors. For instance, lowering the
tangential motion of the observer by 35 km s−1, causes the motion
of the Andromeda system to fall by 15 km s−1.

Due to their enormous masses, the haloes of giant galaxies should
dominate their environment, so we may expect it to be natural that
the baryonic disc formed at the centre of this structure. This was
the basis for our first set of measurements, where we analysed the
motions of the 39 satellites, assuming that the radial velocity of the
halo shares the radial velocity of M31 itself. In this way the motion
of the system was established.

In a second set of measurements, we dropped the requirement for
the radial velocity of M31 and the larger system to be identical. M31
was then considered to be just another satellite particle within this
system. By analysing several selections of satellites, we are able to
demonstrate the good coherence and stability of our results.

When placed into the Heliocentric frame, our measurements are
mostly in good agreement with the earlier study of vdMG08, see
Fig. 5, based on a much smaller sample of satellites. However, we
are forced to draw different conclusions to vdMG08, partially due
to recent improvements in the determination of the Solar motion.
The remaining differences are in the measurements themselves.
In Fig. 5, the most discrepant of the measurements by vdMG08
from our results is that due to the ‘outer LG galaxy sample’, and
it is this estimate that contributes most to the vdMG08-weighted
average. However, their outer LG galaxy sample consists of only
five galaxies, and given the statistical nature of their test, there are
strong grounds to be concerned about the tiny sample size. While
the HST measurements shown in Fig. 5 pertain to the motion of M31
rather than that of the whole system, we note that the HST disc field
measurement is completely consistent with our findings. As noted
in Section 1, it is possible that the spheroid field could contain some
unidentified kinematic substructure that biases that measurement,
and current dynamical models of the giant stellar stream may be
incomplete.

Another interpretation of the kinematics of the M31 satellite sys-
tem is that the observed velocity gradient reflects some intrinsic
rotation of the halo. This possibility was explored recently by Dea-
son, Belokurov & Evans (2011), who found the need for a rotation
of vφ = (62 ± 34) (R/10 kpc)−1/4 km s−1, where R is the projected
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Global state pre-Gaia DR2 Transverse velocity of the M31 system 4439

Figure 5. Heliocentric transverse velocities of the M31 system and M31
itself. The results of the present study for 39 satellites with vM31z fixed,
and for 40 satellites with vM31z as a free parameter are shown with large
black circles. For comparison, we also show the different estimations of the
Heliocentric transverse motion of the M31 complex measured by vdMG08
with squares of different colours. The vdMG08 satellite sample is shown in
blue, the constraint from M33 in green, the constraint from IC10 in red, and
the constraint from the outer Local Group sample in magenta. The proper
motion measurements of M31 stars from the three deep HST fields studied
by van der Marel et al. (2012) are shown in grey. These three HST field
values are shown shifted to reflect the M31 centre of mass motion, i.e. the
HST PMs are corrected for the internal kinematics model and the viewing
perspective.

radius from the axis of rotation. It seems difficult to disentangle such
a rotation from a bulk motion such as that considered in the present
contribution, as the two effects will be quite similar. However, we
note that in Section 2.2, we calibrated our method against cosmo-
logical simulations that do have rotation, and found no significant
bias. Moreover, in Section 3.4, when we artificially imposed the
presence of a plane of satellites, we found only a slight effect, con-
tained within the range of uncertainties, on the recovered tangential
velocity.

4.1 Implications

The inferred transverse motion reported in this contribution turns
out to be surprisingly high. The value of what we consider to be the
most robust velocity measurement, corrected for the Solar motion,
is (−111.5 ± 70.2, 99.4 ± 60.0, −87.5 ± 13.8) km s−1, in the
east, north, and radial directions, respectively. Note that the radial
velocity of the M31 system, determined in this way, lies within
1σ of the radial velocity of M31 corrected for the Solar motion
(−103.9 ± 4.0 km s−1). This suggests that M31 does indeed share
the same kinematics as the M31 system of satellites, and the domi-
nant dark matter halo.

The transverse motion of the complex turns out to be somewhat
larger than the radial motion. By comparing the MCMC likelihood
ratios, we find that a radial orbit with respect to the Milky Way
is ∼ 12 times less likely than the measured motion. The direction
of this motion, almost normal to the supergalactic plane (and di-

rected away from it), is in excellent agreement with the prediction
of transverse motion by Peebles et al. (2001), based on the action
principle. Using the positions and redshifts of the principal galaxies
out to 20 Mpc, they predict the local distribution of mass and esti-
mate the transverse velocity for a number of galaxies. According to
their calculations, Andromeda should have a transverse velocity of
150 km s−1 directed either towards or away from the supergalactic
plane. Given this agreement with a large transverse velocity, it will
be interesting to investigate how this non-radial velocity affects the
analysis of the LG mass, via the timing argument (e.g. Peñarrubia
et al. 2014).

Over time, galaxies acquire angular momentum from the various
gravitational interactions they have with their neighbouring galax-
ies. Even if part of the torque is ‘absorbed’ by the dark matter
halo (Barnes 1988), some fraction is imparted on to the baryonic
structures. Thus, following the approach pioneered by Raychaud-
hury & Lynden-Bell (1989), it is possible to estimate the magnitude
of the tidal forces imparted on the LG over the course of its past
evolution. These authors showed that the torque imparted on the
Milky Way and Andromeda, caused by the action of external galax-
ies (within 10 Mpc), is not negligible at z = 0. They estimated
that the resulting transverse velocity of M31 should correspond to
approximately 40 km s−1. According to the uncertainties, this value
is 2σ lower than what we find in this study. However, it shows
that a transverse velocity of M31 can be expected to arise from
the tidal field that the LG is subject to. It is worth noting that the
number, distances and masses of nearby galaxies have been signif-
icantly updated since that earlier work was published, which may
be interesting to re-examine in the light of modern data.

The transverse motion of the M31 satellite system revealed by our
study should also be placed in its context in terms of the dynamics of
objects in their environment within the LG. Our result is effectively a
measurement relative to the motion of the Milky Way (and within the
uncertainties of the Sun’s motion). So the motion of the Milky Way
is implicitly subsumed within our analysis. However, recently Besla
et al. (2012) have suggested that the mass of the Large Magellanic
Cloud (LMC) is of the order of 1011 M#. The LMC appears to
be on its first passage around our Galaxy, on an orbit that exceeds
6 Gyr, and with a radial velocity whose present magnitude exceeds
300 km s−1. Qualitatively, this means that if the total halo mass of the
Milky Way lies in the vicinity of 1 × 1012 M#, our Galaxy may have
accelerated up to a velocity of ∼60 km s−1 in the direction of the
LMC. This back-of-the-envelope estimate is consistent with recent
findings by Gómez et al. (2015), who estimate an upper limit of this
velocity of 75 km s−1. In subsequent work, it will be interesting to
examine the possible effect of the LMC on our measurement of the
space velocity of the M31 system.

The projection on to the sky of the velocity of the M31 system
that we have measured is aligned with the vector connecting M33 to
M31. This orientation may not be fortuitous given that M33 is the
third most massive galaxy in the LG, and that its accretion during
the formation of the M31 system may have changed the internal
dynamics of the system. The proper motion of M33 has been mea-
sured by Brunthaler et al. (2005). Using that proper motion study,
Loeb et al. (2005) placed constraints on the proper motion of M31.
They found an amplitude of 100 ± 20 km s−1, consistent with our re-
sults. In the Heliocentric frame, we find vM31x = 33.1 ± 70.2 km s−1,
vM31y = 19.6 ± 60.0 km s−1, which is not in the north-west direction
excluded by Loeb et al. (2005). It will be interesting to re-explore
this issue with orbital models of M33 within the M31 system using
the kinematics that we have determined. The impact of this satellite
galaxy on the Andromeda system can thereby be quantified.
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• Lots of averages…

• Satellite motion inference
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• Plane of satellites

• Anisotropic distribution
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The Astrophysical Journal, 753:7 (15pp), 2012 July 1 Sohn, Anderson, & van der Marel

Figure 3. Selection of M31 stars in the SPHEROID field based on (a) the quality-of-fit (QFIT) parameter, (b) the color–magnitude diagram, and (c) relative proper
motion (divided by the proper-motion error for better scaling) with respect to the average proper motion. In all three panels, blue points are stars that pass all three
cuts, while red points are objects that fail to pass at least one cut. Most objects in red located at the bright end of the color–magnitude diagram were rejected because
of their relative proper motions. These are likely foreground stars.

To identify them, we made use of the mean quality-of-PSF-fit
parameter (QFIT) reported by the img2xym_WFC_9x10 program
(see Figure 3(a)). Selecting the objects with low values of QFIT
allows us to filter out extended objects as well as stars that are too
close to other stars to provide accurate position measurements.
To ensure that all of the stars in the list are M31 members,
we reduced the F814W images and constructed a CMD (see
Figure 3(b)). From this, we selected stars that lie roughly on
the M31 sequences. Although small in number, field stars in
the Milky Way halo may be included in our selection, but we
believe that most of them will be filtered out in our next step of
selection. Finally, reference stars were selected based on their
lack of motion with respect to the other M31 stars. This was
done by aligning the second-epoch star positions with the first-
epoch positions and iteratively rejecting the objects that have
moved between the epochs (see Figure 3(c)). For any given
ACS/WFC target field, the M31 stars should all be moving
toward the same direction in space. Differential motions due to
the internal kinematics of M31 within a single ACS/WFC field
should be negligible compared to the observational uncertainties
(see Paper II for details). We note that, in principle, better
detection and photometry of fainter stars can be achieved by
measuring stars directly from the stacked images, as has been
demonstrated by Brown et al. (2006). However, as our main goal
is doing astrometry, we are only interested in stars for which
positions can be reliably measured in individual exposures. Our
final lists of M31 reference stars include ∼10, 000 stars for the
SPHEROID and OUTERDISK fields, and ∼5000 stars for the
TIDALSTREAM field.

3.5.2. Identifying Background Galaxies

A quick visual inspection of the super-sampled stacked
images of our target fields reveals that there are hundreds of
background galaxies. We have already identified sources using
the img2xym_WFC_9x10 program, but because that program
is specifically designed to measure stars, it neglects many of
the extended sources. For this reason, SExtractor (Bertin &
Arnouts 1996) was separately run on the stacked images to detect
and measure extended sources. We generated a candidate list
of galaxies by selecting sources from the SExtractor output
mainly based on their MAG_AUTO, CLASS_STAR, and FLUX_MAX
parameters. For each field, this candidate list included more
than 1000 sources, but we found that many of the candidates are
in fact multiple stars clustered together. We carefully identified
sources in the candidate list one by one, basing our judgment on

their two-dimensional contours and three-dimensional surface
profiles. Whenever the identification was unclear, we excluded
the source from our selection to stay on the conservative side.
We note that we desire the background galaxy list to be as
free of contamination by stars as possible because the PM
measurements are sensitive to the reference sources we choose to
use. Finally, we considered only objects for which the template-
fitting method, described in the next section, yields position
uncertainties of less than 0.25 pixel in both X and Y. The final
lists contain 368, 339, and 374 galaxies for the SPHEROID,
OUTERDISK, and TIDALSTREAM fields, respectively.

3.6. Measuring Positions of Objects with Templates

Our goal is to measure accurate PMs. The most crucial part
of our analysis is therefore to measure the positions of objects in
the individual images as accurately as possible. Simple methods
such as fitting the objects with a two-dimensional Gaussian
function or finding the flux centroid are accurate only if the
objects have well-sampled peaks. This is not the case for most
of the background galaxies in our target fields. To measure
the positions of objects, we therefore adopt the template-fitting
method developed by Mahmud & Anderson (2008).

3.6.1. The Template-fitting Method

The details and general diagnostics of the template-fitting
method are documented in Mahmud & Anderson (2008). Here,
we summarize only the basic concepts behind the method. The
distortion corrections in Section 3.3 and the linear transforma-
tions derived in Section 3.4 allow us to associate a position
(xr, yr )j in a given individual image j with a position (xm, ym)
in the stacked image, and vice versa. We are thus able to build a
model of what the galaxy or star should look like in an individual
image by proper sampling of the stacked image.

The goal is to measure in consistent fashion a position for
each object (star or galaxy) in each individual exposure. To do
this, we construct a template model for each object, and use it to
measure that object in every exposure. The location within the
template that we will define to be its center is arbitrary, since
in the end we care only about differences in position. So we
define the center of the brightest pixel in the stacked image to
be the object center (or “handle” in the parlance of Mahmud &
Anderson). With the center so defined, we interpolate the stacked
image at a super-sampled array of points, with the center at (0,0)
but with a pixel orientation and spacing that corresponds to the
transformed exposure’s _flt coordinate system. The result is a
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fairly consistent Vtan, with a method-dependent uncertainty of
~ -–60 90 km s 1 per coordinate.

The PM measured with HST differs from the Vtan implied by
the indirect dynamical methods. In case of the S16 values, the
difference is -–130 140 km s 1 in each coordinate, with an
uncertainty of ~ -80 km s 1. This is significant at the 1.9σ
level. vdM12b posited that different methods probably have
different systematics, so that the most accurate estimate is
obtained by averaging the direct PM measurement with the
indirect dynamical results. Either with or without this
averaging, the resulting velocity is statistically consistent with
a direct radial (head-on collision) orbit for M31 toward the
MW, implying a future collision and merging of the two
galaxies (vdM12a). By contrast, S16 adopted their indirect
dynamical estimate as the preferred one and hence argued that
Vtan is in fact  -165 62 km s 1, in which case the LG may not
be a bound system. These discrepancies clearly impact our
understanding of the dynamics of the LG.

The situation is different for M33. The PM of M33 was
determined using Very Long Baseline Array (VLBA) water
maser observations by Brunthaler et al. (2005). VLBA has very
high intrinsic spatial resolution, unlike HST, which has to
measure PMs at levels below 1/100 of a pixel. The VLBA
determination is therefore likely to be robust. However, the
motion of M33 relative to M31 is less well constrained, due to
the uncertainties in the PM of M31.

The M33–M31 orbit is interesting for multiple reasons.
Observations of M33 have provided evidence for warps in its
outer stellar and gaseous disks (Rogstad et al. 1976; Corbelli &
Schneider 1997; Putman et al. 2009; Corbelli et al. 2014; Kam
et al. 2017). Tidal streams have been detected as well
(McConnachie et al. 2009). By aiming to match these
morphological features in M33 via simulations, it is possible
to constrain the allowed M33 orbits and M31 PM values (Loeb
et al. 2005; van der Marel & Guhathakurta 2008). McConnachie
et al. (2009) find that the stellar debris around M33 can be
formed through a recent (<3 Gyr ago), close (<55 kpc) tidal
interaction with M31. Semczuk et al. (2018) argue that the S16
estimate of M31ʼs Vtan is more consistent with this scenario than

the HST PM measurement, but they did not explore the full
space of orbits allowed within the uncertainties.
The M31 HST and M33 VLBA PM measurements can be

combined to determine both the future orbital evolution
(vdM12a) and past orbital history of the M33–M31 system.
Patel et al. (2017, hereafter P17) calculated the plausible orbital
histories for M33 to determine which orbital solutions are
allowed within the observational uncertainties. They concluded
that M33 either is on its first infall into the halo of M31 or is on
a long-period orbit (∼6 Gyr) where it completed a pericentric
approach at a distance of ∼100 kpc. First infall orbits are in fact
cosmologically expected for satellites in this mass range at the
present epoch (Boylan-Kolchin et al. 2011, P17).
New observational evidence for the PMs of M31 and M33 is

highly desirable to discriminate between the various scenarios
discussed above. The Data Release 2 (DR2; Gaia Collaboration
et al. 2018a) of the Gaia mission (Gaia Collaboration et al.
2016) provides an opportunity for progress. The Gaia mission
is optimized for studies of the MW (Gaia Collaboration et al.
2018c) and its satellite system (Gaia Collaboration et al. 2018b;
Fritz et al. 2018; Kallivayalil et al. 2018; Massari & Helmi
2018; Simon 2018, hereafter H18). However, rare supergiant
stars in star-forming regions can be bright enough to be
detected by Gaia even at the distance of the Andromeda
system. We therefore present here the first Gaia study of the
dynamics of the Andromeda system, focusing on the PMs of
M31 and M33 as revealed by the DR2.
The available accuracies with DR2 are not yet competitive

with either HST or VLBA, but they are close. So by
themselves, they cannot yet resolve most of the aforementioned
questions. However, they have the potential to discriminate
some opposing models and scenarios, and they provide an
independent consistency check. For example, both the M31
measurement with HST and the M33 measurement with VLBA
use small areas within these galaxies and must correct for the
internal kinematics within these galaxies, which is a potential
source of systematic error. Gaia observes the entire disk of
each galaxy and thus is more robust in this respect. Gaia can
also help check for purely instrumental biases in the other

Figure 1. CMD of (a)M31, (b and c)M33, and (d) four background comparison regions of M33 combined. Gray points show all Gaia DR2 sources within the circular
extraction region with valid PMs. Blue points in panels (a), (b), and (d) show sources also passing the parallax and loose PM cuts discussed in the text. Red points in
panels (a), (b), and (d) show sources that also pass the cuts on astrometric fit quality, photometry, elliptical galaxy boundary, local spatial density, and CMD position
for membership in the final sample; the selection boxes used for the CMD cuts are shown in the panels. Magenta triangles in panel (c) show the quasar sample for
M33, selected as described in Section 2.2, used to correct the M33 astrometric reference frame as described in Section 3.1 and Appendix A.
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fairly consistent Vtan, with a method-dependent uncertainty of
~ -–60 90 km s 1 per coordinate.

The PM measured with HST differs from the Vtan implied by
the indirect dynamical methods. In case of the S16 values, the
difference is -–130 140 km s 1 in each coordinate, with an
uncertainty of ~ -80 km s 1. This is significant at the 1.9σ
level. vdM12b posited that different methods probably have
different systematics, so that the most accurate estimate is
obtained by averaging the direct PM measurement with the
indirect dynamical results. Either with or without this
averaging, the resulting velocity is statistically consistent with
a direct radial (head-on collision) orbit for M31 toward the
MW, implying a future collision and merging of the two
galaxies (vdM12a). By contrast, S16 adopted their indirect
dynamical estimate as the preferred one and hence argued that
Vtan is in fact  -165 62 km s 1, in which case the LG may not
be a bound system. These discrepancies clearly impact our
understanding of the dynamics of the LG.

The situation is different for M33. The PM of M33 was
determined using Very Long Baseline Array (VLBA) water
maser observations by Brunthaler et al. (2005). VLBA has very
high intrinsic spatial resolution, unlike HST, which has to
measure PMs at levels below 1/100 of a pixel. The VLBA
determination is therefore likely to be robust. However, the
motion of M33 relative to M31 is less well constrained, due to
the uncertainties in the PM of M31.

The M33–M31 orbit is interesting for multiple reasons.
Observations of M33 have provided evidence for warps in its
outer stellar and gaseous disks (Rogstad et al. 1976; Corbelli &
Schneider 1997; Putman et al. 2009; Corbelli et al. 2014; Kam
et al. 2017). Tidal streams have been detected as well
(McConnachie et al. 2009). By aiming to match these
morphological features in M33 via simulations, it is possible
to constrain the allowed M33 orbits and M31 PM values (Loeb
et al. 2005; van der Marel & Guhathakurta 2008). McConnachie
et al. (2009) find that the stellar debris around M33 can be
formed through a recent (<3 Gyr ago), close (<55 kpc) tidal
interaction with M31. Semczuk et al. (2018) argue that the S16
estimate of M31ʼs Vtan is more consistent with this scenario than

the HST PM measurement, but they did not explore the full
space of orbits allowed within the uncertainties.
The M31 HST and M33 VLBA PM measurements can be

combined to determine both the future orbital evolution
(vdM12a) and past orbital history of the M33–M31 system.
Patel et al. (2017, hereafter P17) calculated the plausible orbital
histories for M33 to determine which orbital solutions are
allowed within the observational uncertainties. They concluded
that M33 either is on its first infall into the halo of M31 or is on
a long-period orbit (∼6 Gyr) where it completed a pericentric
approach at a distance of ∼100 kpc. First infall orbits are in fact
cosmologically expected for satellites in this mass range at the
present epoch (Boylan-Kolchin et al. 2011, P17).
New observational evidence for the PMs of M31 and M33 is

highly desirable to discriminate between the various scenarios
discussed above. The Data Release 2 (DR2; Gaia Collaboration
et al. 2018a) of the Gaia mission (Gaia Collaboration et al.
2016) provides an opportunity for progress. The Gaia mission
is optimized for studies of the MW (Gaia Collaboration et al.
2018c) and its satellite system (Gaia Collaboration et al. 2018b;
Fritz et al. 2018; Kallivayalil et al. 2018; Massari & Helmi
2018; Simon 2018, hereafter H18). However, rare supergiant
stars in star-forming regions can be bright enough to be
detected by Gaia even at the distance of the Andromeda
system. We therefore present here the first Gaia study of the
dynamics of the Andromeda system, focusing on the PMs of
M31 and M33 as revealed by the DR2.
The available accuracies with DR2 are not yet competitive

with either HST or VLBA, but they are close. So by
themselves, they cannot yet resolve most of the aforementioned
questions. However, they have the potential to discriminate
some opposing models and scenarios, and they provide an
independent consistency check. For example, both the M31
measurement with HST and the M33 measurement with VLBA
use small areas within these galaxies and must correct for the
internal kinematics within these galaxies, which is a potential
source of systematic error. Gaia observes the entire disk of
each galaxy and thus is more robust in this respect. Gaia can
also help check for purely instrumental biases in the other

Figure 1. CMD of (a)M31, (b and c)M33, and (d) four background comparison regions of M33 combined. Gray points show all Gaia DR2 sources within the circular
extraction region with valid PMs. Blue points in panels (a), (b), and (d) show sources also passing the parallax and loose PM cuts discussed in the text. Red points in
panels (a), (b), and (d) show sources that also pass the cuts on astrometric fit quality, photometry, elliptical galaxy boundary, local spatial density, and CMD position
for membership in the final sample; the selection boxes used for the CMD cuts are shown in the panels. Magenta triangles in panel (c) show the quasar sample for
M33, selected as described in Section 2.2, used to correct the M33 astrometric reference frame as described in Section 3.1 and Appendix A.
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measurements. Moreover, it is possible to measure the PM
rotation of both galaxy disks. The present study derives the
current constraints from Gaia in these areas and highlights the
potential for further progress with future Gaia data releases.

The outline of this paper is as follows. Section 2 discusses
the selection of Gaia DR2 stars in the target galaxies and the
selection of background quasars used for (partial) correction of
systematic PM uncertainties in the Gaia DR2 catalog. Section 3
analyzes the samples to determine the disk rotation and center-
of-mass (COM) PM of each galaxy, as well as the implied
galactocentric velocities. The results are compared to previous
measurements and estimates in the literature. Section 4
discusses the implications for our understanding of the LG.
Section 5 summarizes the results. The appendices discuss the
systematic uncertainties in our measurements and the types of
stars detected by Gaia in M31 and M33.

2. Gaia DR2 Data Samples

2.1. M31 and M33 Sample Selection

The actively star-forming regions of both M31 and M33
produce a large number of bright young stars along with
nebular emission. Both galaxies were easily visible in sky maps
of the Gaia DR1 catalog and displayed the characteristic spatial
pattern of star-forming regions in the individual galaxies, such
as a strong concentration in M31ʼs 10kpc star-forming ring.
Plotting the sources on Sloan Digital Sky Survey images
showed that the vast majority of sources were point sources
rather than patches of nebular emission. A cross-match of DR1
sources with the LGGS source catalog (Massey et al. 2016)
confirmed that the color–magnitude diagram (CMD) is
consistent with that expected for supergiants at the distance
of the Andromeda system. Based on this pre-release assess-
ment, we extracted Gaia DR2 sources from a circular region
around each galaxy, of radius 1°.8 for M31 and 1 .0 for M33.

We removed all sources with missing PMs. Figure 1 shows in
gray the CMDs of the remaining sources, and Figure 2
illustrates their spatial distributions.
We proceeded to impose various sample cuts intended to screen

out contaminants and bad measurements. We removed sources
with parallax values inconsistent with the distance of the
Andromeda system (~800 kpc) at greater than the 2σ level,
using the global parallax zero-point v = - -0.03 mas yr0

1

estimated by Lindegren et al. (2018, hereafter L18). We also
removed sources outside of an initial color–magnitude box defined
by- < <–G G1.0 4.0BP RP andG>16. Moreover, we imposed
very loose PM requirements of

* *
m s< +a m

-
a

∣ ∣ 0.2 mas yr 2.01

and m s< +d m
-

d
∣ ∣ 0.2 mas yr 2.01 . At the distance of the

Andromeda system, this removes sources with velocities that
differ by  -500 km s 1 from those of M31 and M33. These
choices screen out most foreground sources. The remaining
sources are shown in blue in panels (a), (b), and (d) of Figure 1 and
in Figure 2.
We then removed sources with bad astrometric fits (a few

percent of the overall catalog) following Equation (C.1) in
L18: defining ºu (astrometric_chi2_al/astrometric_
n_good_obs_al− 5)1/2, we require < ´ (u 1.2 max 1, exp
- -( ( )))G0.2 19.5 . Moreover, we selected only those sources
that fall within an ellipse on the sky outlining the star-forming
regions of each galaxy. The major axes were chosen as 1°.8 for
M31 and 0°.6 for M33, with the shapes and orientations of the
ellipses consistent with the known viewing angles of the galaxy
disks (see Section 3.1).
The CMDs of the remaining sources in each galaxy exhibit

two plumes forming a V pattern, corresponding predominantly
to blue and red supergiant stars, and some blue main-sequence
stars (for more details on the nature of these sources we refer
the reader to Appendix C). This pattern becomes less distinct
toward the center of each galaxy, particularly in M31. The flux
excess factor phot bp rp excess factorºE _ _ _ _ , which

Figure 2. Spatial distribution of the Gaia DR2 sources identified in Figure 1, using the same color-coding, for (a) M31 and (b) M33. Panel (a) subtends a linear size
that is ∼3 times larger than panel (b).
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Gaia measurements
• Assuming a 3-parameter model , and inference (not fit!) from 1k–2k stars(μα, μδ, vrot)

van der Marel et al. (2019, DR2)

compares the G magnitude to the value expected from the GBP

and GRP magnitudes, also takes on increasingly high values
toward the center for most sources. L18 give a cut on this
quantity in Equation (C.2) that improves the behavior in the
CMD. If applied in our case, this would leave very few target
stars. We are not sure of the exact cause for the rising flux
excess values toward the center of these galaxies, but it may
have to do with either scattered light in the BP/RP optical path
or poor estimation of the background levels in the BP/RP
photometers (as mentioned by Arenou et al. 2018). It seems
likely that it could affect the measured colors without
substantial effect on the astrometry. We therefore use a
similar but more tolerant cut of + <( – )G G E1 0.015 BP RP

2

< +[ ( – ) ]G G1.5 1.3 0.06 BP RP
2 , intended to limit sources to

those with reliable enough GBP and GRP photometry to leave
selection via our broad CMD cuts relatively unaffected. This
preferentially suppresses sources in the central regions of each
galaxy.

Between the blue and red plumes in the CMD, there is a
vertical plume of stars indicating contamination by foreground
main-sequence turnoff stars. We avoid this region in our final
sample selection, by allowing only sources that fall in one of
two disjoint selection regions (shown in Figure 1), namely,
blue sources with- < <–G G0.4 0.70BP RP and < <G16 20
and red sources with < + <( – )G G G22.1 2.50 25.9BP RP
and < - <( – )G G G14.586 1.071 17.886BP RP .

Any remaining contaminants should not be spatially corre-
lated with the high-density star-forming regions in the target

galaxies. To further reduce contamination, we therefore created a
kernel density estimate. For this estimate we used all sources
irrespective of CMD position, which reduces noise (tests show
that M31 or M33 sources dominate every heavily populated part
of the CMD, while remaining contaminants should be smoothly
distributed on the sky). We used individual smoothing lengths
for each galaxy chosen to pick out the dominant scale of star-
forming regions. We then kept for the final astrometric analysis
only those sources passing a density threshold set individually
for each galaxy. The effects of the full sequence of sample cuts
are illustrated in the CMD plots in Appendix C.
The final samples thus selected contain 1084 sources for

M31 and 1518 sources for M33. These sources are shown in
red in panels (a), (b), and (d) of Figure 1 and in Figure 2. The
two disjoint groupings in the CMDs reflect the choice of
selection regions. The spatial distributions of the sources
clearly reflect the morphology of the star-forming regions. In
fact, this morphology is also evident in the distribution of
sources shown in blue that did not pass all of the cuts. This
implies that there are bona fide members of the target galaxies
that were excluded from the sample, so as to guarantee a
minimum amount of nonmember contamination.
The few brightest stars at G∼16 have PM uncertainties

approaching m~ -100 as yr 1. However, the PM uncertainty at
the median sample brightness of ~G 19 is m~ -600 as yr 1.
Here and henceforth we assume a distance =D 770 kpc for
M31 and =D 794 kpc for M33 (vdM12b; vdM12a, and
references therein). At these distances, m -1 as yr 1 corresponds

Figure 3. PM kinematics of (a) M31 and (b) M33. Red points are the target sources selected from the Gaia DR2 (same as in Figure 2). Blue line segments show the
PMs predicted by the best-fit rotating disk models, determined as described in Section3, for sources brighter than G=18.5. Black line segments show the weighted
averages of all the observed PMs, obtained by binning the sources in six (M31) or four (M33) sectors in position angle, indicated with thin dotted lines, with equal
numbers of stars per sector. The rotation of each galaxy is visually apparent. The best-fit COM PMs were subtracted from each of the displayed PM vectors. These
COM PMs are shown as thick line segments in the insets in the lower left corner. The average PM of surrounding quasars is shown as thin line segments. The
difference between these vectors corresponds to our final corrected COM PM estimates. In each case, the PM direction starts at the dot and moves along the line
segment. The error bars in the upper right corner show, from left to right, the final uncertainty on the corrected COM PM determination and the median PM uncertainty
for the sector averages. The median PM uncertainty for the individual sources in the sample is about 25 times larger than the former. The green line segments show the
adopted position angles and projected ratio of the major and minor axes.
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Predictions from best model

Average per sector

2596 J.-B. Salomon et al.

Figure 3. Disc model placed in the observed configuration of M31. Colour
highlights the variation in projected density, which has been added purely as
a visual aid to show the variation of i and PA in this tilted ring model. Black
arrows represent projected rotation of stars in the disc and yellow triangles,
same velocities where the reflex displacement of the Sun is added. The scale
between the two is preserved.

3 M E T H O D

3.1 Disc model

Given their brightness and their position in the CMD, the sources
in the ‘fiducial’ sample that have been selected are, in principle,
bright blue young stars. As a result, they reside not far from their
birthplace, which is most likely in the plane of the disc. However, we
know that stars in galaxies are not in a steady state: even young stars
undergo heating, which causes them to deviate from circular orbits
and causes asymmetric drift and additional disturbances, like those
from spiral arms and vertical wobbling, that cause them to deviate
from a circular trajectory. This results in a change in their velocity
in terms of direction and norm. Unfortunately, we have no clue as
to the actual position of a star in relation to the disc. We are then
forced to model the velocities (vcirc) as those belonging to a disc in
perfect circular rotation with respect to the distance to the galaxy
centre (radius R) considered (vcirc = f(R)). But one of the advantages
of using a survey like Gaia EDR3 which covers the whole galaxy is
that it is reasonable to assume that the majority of the perturbations
statistically balance each other out.

From our position, the disc is observed with a tilt angle i (angle
between the line of sight and the plane) that varies with radius.
This inclination takes place along an axis whose direction vector is
oriented at the angle of position PA (angle between the north direction
and the major axis of the projected ellipse) which also varies with
radius. To model variations with respect to radius of these two angles,
as well as those of the circular velocities, we use the values derived
from HI observations by Chemin et al. (2009). They provide (in their
Table 4) the best-fitting parameters with a tilted ring model to the
HI rotation curve. We first model the disc face-on, up to a radius of
25 kpc, on a grid with a resolution of 1000 per axis. The model is
then placed at the distance of M31 with the corresponding angles i
and PA, and projected on the sky (see Fig. 3).

3.2 Approach

As we have seen in the previous section, stars are considered to move
in circular motion on tilted rings. To this intrinsic rotation model, we
add the bulk space motion of M31 that we aim to deduce, and project
into proper motion observables (µα , µδ) in the heliocentric frame.

In order to fit our model with Gaia EDR3 observations, we make
use of a Markov chain Monte Carlo (MCMC) method. The proper
motion correlations between right ascension and declination given
in the Gaia EDR3 catalogue are also taken into account in the fitting
process. The probability density function for a star to correspond to
its modelled counterpart is given by

f (µα, µδ) = 1

2πσµα σµδ

√
1 − ρ2

× exp
(

− 1
2(1 − ρ2)

[
%2

µα

σ 2
µα

+
%2

µδ

σ 2
µδ

− 2ρ%µα %µδ

σµα σµδ

])
,

(2)

where %µα and %µδ are the measured offsets from the model. The
Gaia proper motion uncertainties σµα and σµδ are, thus, taken into ac-
count along with their measured correlation ρ ≡ pmra pmdec corr

(discussed in Lindegren et al. 2018).
As a reminder, this model effectively assumes a zero velocity

dispersion of stars around their circular motion. This is obviously
not correct, but the dispersion and asymmetric drift should be small
for young stars and thus not bias our measurement based on the
fiducial sample.

We model the effect of the contaminants by adding a term in the
likelihood function

ln L =
n∑

k=1

ln
[
(1 − ηc)f (µα, µδ) + ηcg(µα, µδ)

]
, (3)

where ηc is the contamination fraction in the sample under consid-
eration, and g is the probability density function of the contaminants
(g is identical to equation (2) but uses the proper motion mean and
dispersion estimated for the contaminants of the particular sample).
This likelihood formulation allows us to minimize the impact of
sources not belonging to the M31 galaxy, and the large dispersions
in the contaminating population decrease the influence of any bona
fide M31 stars that have a deviant proper motion measurement.

3.3 Validation

The method is now tested to examine whether it is able to recover
correct solutions given data with large uncertainties and contami-
nants. At the same time, we test the influence of biases introduced
by the spatial distribution of our sample which is not completely
homogeneous, in terms of sky coverage and galactic radius.

To this end, fake observational data are built, based on our fiducial
sample presented in Section 2. We consider 1919 points placed at the
same position as those in our sample. We assigned to each of them
the exact value of the rotation in the disc corrected for the solar reflex
motion (µα , µδ)disc, as defined in our model. We then add a random
velocity to the model, drawn from a normal distribution centred on 0
with a dispersion of 150 µas yr−1. This proper motion dispersion is
deliberately very large in order to encompass all plausible situations
of interest. The random velocity represents the centre of mass (COM)
motion the method will have to recover. To model the proper motion
errors, we add to each of the points a random proper motion on
each direction (µα , µδ)pec, randomly drawn in a normal distribution
centred on 0 with a dispersion (σα , σ δ) given by each data point.
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What about systematics?
• We know Gaia has (small) proper motion systematics. At least a few (10s?) µas/yr


• Has improved with EDR3, but still present. Needs to be taken into account…

L. Lindegren et al.: Gaia Early Data Release 3

¡60

¡50

¡40

¡30

¡20

¡10

0

10

20

30

40

S
m

o
o
th

ed
(¾

=
5
± )

p
ar

al
la

x
[¹

as
]

¡100

¡80

¡60

¡40

¡20

0

20

40

60

80

100

S
m

o
ot

h
ed

(¾
=

5±
)

p
m

ra
[¹

as
yr
¡

1
]

¡100

¡80

¡60

¡40

¡20

0

20

40

60

80

100

S
m

o
ot

h
ed

(¾
=

5±
)

p
m

d
ec

[¹
as

yr
¡

1
]

¡70

¡60

¡50

¡40

¡30

¡20

¡10

0

10

20

30

S
m

o
o
th

ed
(¾

=
5
± )

p
ar

al
la

x
[¹

as
]

¡100

¡80

¡60

¡40

¡20

0

20

40

60

80

100

S
m

o
ot

h
ed

(¾
=

5±
)

p
m

ra
[¹

as
yr
¡

1
]

¡100

¡80

¡60

¡40

¡20

0

20

40

60

80

100

S
m

o
ot

h
ed

(¾
=

5±
)

p
m

d
ec

[¹
as

yr
¡

1
]

Fig. 13. Smoothed maps of quasar parallaxes and proper motions. Left column: Gaia EDR3, using data for about 1.2 million quasars. Right column:
Gaia DR2, using data for the 94% of the quasars in the left column that have full astrometric solutions also in DR2. From top to bottom the maps
show parallax, proper motion in right ascension, and proper motion in declination. The maps were smoothed using a Gaussian kernel with standard
deviation 5�. No data are shown for | b | < 10�, where b is Galactic latitude.

where the sources in many respects behave differently from the
fainter sources. Furthermore, we only give results for the five-
parameters solutions, which are used for most sources brighter
than G ' 19 (Fig. 5). In general the six-parameter solutions are
probably worse than the five-parameter solutions in terms of
systematics, but it is difficult to know whether this is an intrin-
sic property of the solutions or a consequence of the faintness
and more problematic nature of most of the sources getting a
six-parameter solution (Sect. 2.3).

Figure 13 (left) shows smoothed maps of the parallaxes and
proper motion components for a sample of 1 215 942 quasars,
namely the subset of sources in Gaia EDR3 Archive table
agn_cross_id with five-parameter solutions in gaia_source
(median G = 19.9). The selection of quasars in agn_cross_id
is discussed in Gaia Collaboration (in prep.). Smoothed values
were computed using a Gaussian kernel of 5� standard devi-
ation6. The smoothed points in the Galactic zone (| b | < 10�)
are not displayed, as they are dominated by noise from small-
number statistics. The standard deviations of the smoothed maps
(for | b | > 10�) are 10.8 µas in $, 11.2 µas yr�1 in µ↵⇤, and
10.7 µas yr�1 in µ�.

For comparison, we show in the right column of Fig. 13 the
corresponding maps for Gaia DR2 astrometry, calculated in the

6 More precisely, the smoothed value at a given point is computed as
the weighted median of the individual values within a radius of 15�,
using weights proportional to exp[� 1

2 (✓/5�)2], where ✓ is the angle
between the quasar and the smoothed point.

same manner for the 1 141 470 of the sources in the EDR3 quasar
sample that have full astrometric data also in DR2. To facili-
tate comparison, the maps use the same colour scales as for the
EDR3 data, only shifted by 10 µas in parallax to compensate for
the different mean biases. The standard deviations in the DR2
maps are 15.5 µas, 26.2 µas yr�1, and 23.5 µas yr�1. Thus, in
EDR3 the systematics are reduced by the factors 0.70 ($), 0.41
(µ↵⇤), and 0.46 (µ�), that is very nearly the same factors as for
the random uncertainties (Sect. 5.4).

On much smaller scales, down to 0.1�, Fig. 14 shows the
characteristic “checkered pattern” that was very prominent in the
DR2 astrometry for the LMC and in maps of the median paral-
lax in the Galactic bulge area (Sect. 4.2 in Arenou et al. 2018).
In EDR3 there is a similar pattern, but with a different structure
and smaller amplitude as shown in Fig. 14. The RMS amplitude
of the smoothed variations in these plots is 7.7 µas for EDR3 and
14.3 µas for DR2.

The maps in Figs. 13 and 14 were smoothed in order to
bring out clearly the pattern of systematic errors. Although the
random errors are strongly attenuated by the smoothing, they
still contribute to the standard deviations quoted above, which
are therefore somewhat higher than the actual RMS systemat-
ics on the relevant angular scales. In order to correct for this
bias, we randomly divided the sources into two subsets (A and
B) of roughly equal size and computed separate smoothed maps
sA(↵, �), sB(↵, �) for the subsets. Because the random errors are
uncorrelated between A and B, while the systematics are the
same, an unbiased estimate of the mean square systematics is
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Fig. 13. Smoothed maps of quasar parallaxes and proper motions. Left column: Gaia EDR3, using data for about 1.2 million quasars. Right column:
Gaia DR2, using data for the 94% of the quasars in the left column that have full astrometric solutions also in DR2. From top to bottom the maps
show parallax, proper motion in right ascension, and proper motion in declination. The maps were smoothed using a Gaussian kernel with standard
deviation 5�. No data are shown for | b | < 10�, where b is Galactic latitude.

where the sources in many respects behave differently from the
fainter sources. Furthermore, we only give results for the five-
parameters solutions, which are used for most sources brighter
than G ' 19 (Fig. 5). In general the six-parameter solutions are
probably worse than the five-parameter solutions in terms of
systematics, but it is difficult to know whether this is an intrin-
sic property of the solutions or a consequence of the faintness
and more problematic nature of most of the sources getting a
six-parameter solution (Sect. 2.3).

Figure 13 (left) shows smoothed maps of the parallaxes and
proper motion components for a sample of 1 215 942 quasars,
namely the subset of sources in Gaia EDR3 Archive table
agn_cross_id with five-parameter solutions in gaia_source
(median G = 19.9). The selection of quasars in agn_cross_id
is discussed in Gaia Collaboration (in prep.). Smoothed values
were computed using a Gaussian kernel of 5� standard devi-
ation6. The smoothed points in the Galactic zone (| b | < 10�)
are not displayed, as they are dominated by noise from small-
number statistics. The standard deviations of the smoothed maps
(for | b | > 10�) are 10.8 µas in $, 11.2 µas yr�1 in µ↵⇤, and
10.7 µas yr�1 in µ�.

For comparison, we show in the right column of Fig. 13 the
corresponding maps for Gaia DR2 astrometry, calculated in the

6 More precisely, the smoothed value at a given point is computed as
the weighted median of the individual values within a radius of 15�,
using weights proportional to exp[� 1

2 (✓/5�)2], where ✓ is the angle
between the quasar and the smoothed point.

same manner for the 1 141 470 of the sources in the EDR3 quasar
sample that have full astrometric data also in DR2. To facili-
tate comparison, the maps use the same colour scales as for the
EDR3 data, only shifted by 10 µas in parallax to compensate for
the different mean biases. The standard deviations in the DR2
maps are 15.5 µas, 26.2 µas yr�1, and 23.5 µas yr�1. Thus, in
EDR3 the systematics are reduced by the factors 0.70 ($), 0.41
(µ↵⇤), and 0.46 (µ�), that is very nearly the same factors as for
the random uncertainties (Sect. 5.4).

On much smaller scales, down to 0.1�, Fig. 14 shows the
characteristic “checkered pattern” that was very prominent in the
DR2 astrometry for the LMC and in maps of the median paral-
lax in the Galactic bulge area (Sect. 4.2 in Arenou et al. 2018).
In EDR3 there is a similar pattern, but with a different structure
and smaller amplitude as shown in Fig. 14. The RMS amplitude
of the smoothed variations in these plots is 7.7 µas for EDR3 and
14.3 µas for DR2.

The maps in Figs. 13 and 14 were smoothed in order to
bring out clearly the pattern of systematic errors. Although the
random errors are strongly attenuated by the smoothing, they
still contribute to the standard deviations quoted above, which
are therefore somewhat higher than the actual RMS systemat-
ics on the relevant angular scales. In order to correct for this
bias, we randomly divided the sources into two subsets (A and
B) of roughly equal size and computed separate smoothed maps
sA(↵, �), sB(↵, �) for the subsets. Because the random errors are
uncorrelated between A and B, while the systematics are the
same, an unbiased estimate of the mean square systematics is
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What about systematics?
• We know Gaia has (small) proper motion systematics. At least a few (10s?) µas/yr


• Has improved with EDR3, but still present. Needs to be taken into account…
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Fig. 13. Smoothed maps of quasar parallaxes and proper motions. Left column: Gaia EDR3, using data for about 1.2 million quasars. Right column:
Gaia DR2, using data for the 94% of the quasars in the left column that have full astrometric solutions also in DR2. From top to bottom the maps
show parallax, proper motion in right ascension, and proper motion in declination. The maps were smoothed using a Gaussian kernel with standard
deviation 5�. No data are shown for | b | < 10�, where b is Galactic latitude.

where the sources in many respects behave differently from the
fainter sources. Furthermore, we only give results for the five-
parameters solutions, which are used for most sources brighter
than G ' 19 (Fig. 5). In general the six-parameter solutions are
probably worse than the five-parameter solutions in terms of
systematics, but it is difficult to know whether this is an intrin-
sic property of the solutions or a consequence of the faintness
and more problematic nature of most of the sources getting a
six-parameter solution (Sect. 2.3).

Figure 13 (left) shows smoothed maps of the parallaxes and
proper motion components for a sample of 1 215 942 quasars,
namely the subset of sources in Gaia EDR3 Archive table
agn_cross_id with five-parameter solutions in gaia_source
(median G = 19.9). The selection of quasars in agn_cross_id
is discussed in Gaia Collaboration (in prep.). Smoothed values
were computed using a Gaussian kernel of 5� standard devi-
ation6. The smoothed points in the Galactic zone (| b | < 10�)
are not displayed, as they are dominated by noise from small-
number statistics. The standard deviations of the smoothed maps
(for | b | > 10�) are 10.8 µas in $, 11.2 µas yr�1 in µ↵⇤, and
10.7 µas yr�1 in µ�.

For comparison, we show in the right column of Fig. 13 the
corresponding maps for Gaia DR2 astrometry, calculated in the

6 More precisely, the smoothed value at a given point is computed as
the weighted median of the individual values within a radius of 15�,
using weights proportional to exp[� 1

2 (✓/5�)2], where ✓ is the angle
between the quasar and the smoothed point.

same manner for the 1 141 470 of the sources in the EDR3 quasar
sample that have full astrometric data also in DR2. To facili-
tate comparison, the maps use the same colour scales as for the
EDR3 data, only shifted by 10 µas in parallax to compensate for
the different mean biases. The standard deviations in the DR2
maps are 15.5 µas, 26.2 µas yr�1, and 23.5 µas yr�1. Thus, in
EDR3 the systematics are reduced by the factors 0.70 ($), 0.41
(µ↵⇤), and 0.46 (µ�), that is very nearly the same factors as for
the random uncertainties (Sect. 5.4).

On much smaller scales, down to 0.1�, Fig. 14 shows the
characteristic “checkered pattern” that was very prominent in the
DR2 astrometry for the LMC and in maps of the median paral-
lax in the Galactic bulge area (Sect. 4.2 in Arenou et al. 2018).
In EDR3 there is a similar pattern, but with a different structure
and smaller amplitude as shown in Fig. 14. The RMS amplitude
of the smoothed variations in these plots is 7.7 µas for EDR3 and
14.3 µas for DR2.

The maps in Figs. 13 and 14 were smoothed in order to
bring out clearly the pattern of systematic errors. Although the
random errors are strongly attenuated by the smoothing, they
still contribute to the standard deviations quoted above, which
are therefore somewhat higher than the actual RMS systemat-
ics on the relevant angular scales. In order to correct for this
bias, we randomly divided the sources into two subsets (A and
B) of roughly equal size and computed separate smoothed maps
sA(↵, �), sB(↵, �) for the subsets. Because the random errors are
uncorrelated between A and B, while the systematics are the
same, an unbiased estimate of the mean square systematics is
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Fig. 13. Smoothed maps of quasar parallaxes and proper motions. Left column: Gaia EDR3, using data for about 1.2 million quasars. Right column:
Gaia DR2, using data for the 94% of the quasars in the left column that have full astrometric solutions also in DR2. From top to bottom the maps
show parallax, proper motion in right ascension, and proper motion in declination. The maps were smoothed using a Gaussian kernel with standard
deviation 5�. No data are shown for | b | < 10�, where b is Galactic latitude.

where the sources in many respects behave differently from the
fainter sources. Furthermore, we only give results for the five-
parameters solutions, which are used for most sources brighter
than G ' 19 (Fig. 5). In general the six-parameter solutions are
probably worse than the five-parameter solutions in terms of
systematics, but it is difficult to know whether this is an intrin-
sic property of the solutions or a consequence of the faintness
and more problematic nature of most of the sources getting a
six-parameter solution (Sect. 2.3).

Figure 13 (left) shows smoothed maps of the parallaxes and
proper motion components for a sample of 1 215 942 quasars,
namely the subset of sources in Gaia EDR3 Archive table
agn_cross_id with five-parameter solutions in gaia_source
(median G = 19.9). The selection of quasars in agn_cross_id
is discussed in Gaia Collaboration (in prep.). Smoothed values
were computed using a Gaussian kernel of 5� standard devi-
ation6. The smoothed points in the Galactic zone (| b | < 10�)
are not displayed, as they are dominated by noise from small-
number statistics. The standard deviations of the smoothed maps
(for | b | > 10�) are 10.8 µas in $, 11.2 µas yr�1 in µ↵⇤, and
10.7 µas yr�1 in µ�.

For comparison, we show in the right column of Fig. 13 the
corresponding maps for Gaia DR2 astrometry, calculated in the

6 More precisely, the smoothed value at a given point is computed as
the weighted median of the individual values within a radius of 15�,
using weights proportional to exp[� 1

2 (✓/5�)2], where ✓ is the angle
between the quasar and the smoothed point.

same manner for the 1 141 470 of the sources in the EDR3 quasar
sample that have full astrometric data also in DR2. To facili-
tate comparison, the maps use the same colour scales as for the
EDR3 data, only shifted by 10 µas in parallax to compensate for
the different mean biases. The standard deviations in the DR2
maps are 15.5 µas, 26.2 µas yr�1, and 23.5 µas yr�1. Thus, in
EDR3 the systematics are reduced by the factors 0.70 ($), 0.41
(µ↵⇤), and 0.46 (µ�), that is very nearly the same factors as for
the random uncertainties (Sect. 5.4).

On much smaller scales, down to 0.1�, Fig. 14 shows the
characteristic “checkered pattern” that was very prominent in the
DR2 astrometry for the LMC and in maps of the median paral-
lax in the Galactic bulge area (Sect. 4.2 in Arenou et al. 2018).
In EDR3 there is a similar pattern, but with a different structure
and smaller amplitude as shown in Fig. 14. The RMS amplitude
of the smoothed variations in these plots is 7.7 µas for EDR3 and
14.3 µas for DR2.

The maps in Figs. 13 and 14 were smoothed in order to
bring out clearly the pattern of systematic errors. Although the
random errors are strongly attenuated by the smoothing, they
still contribute to the standard deviations quoted above, which
are therefore somewhat higher than the actual RMS systemat-
ics on the relevant angular scales. In order to correct for this
bias, we randomly divided the sources into two subsets (A and
B) of roughly equal size and computed separate smoothed maps
sA(↵, �), sB(↵, �) for the subsets. Because the random errors are
uncorrelated between A and B, while the systematics are the
same, an unbiased estimate of the mean square systematics is
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What about systematics?
• We know Gaia has (small) proper motion systematics. At least a few (10s?) µas/yr


• Has improved with EDR3, but still present. Needs to be taken into account…


• Determination of mean "local" correction:

M31 proper motion with Gaia EDR3 2597

Figure 4. Normalised histogram of the differences in µas yr−1 between
results from the best-fitting method and the input value of the M31 COM
given to the model to build fake data. The blue historgram shows the results
for the right ascension direction and green shows the declination direction
results. Simple Gaussian functions are superimposed to highlight the derived
dispersions of the errors.

Figure 5. Average velocities of Gaia EDR3 QSOs, common to the catalogue
of Liao et al. (2019), in right ascension (blue) and declination (green) as
a function of the angular distance to the centre of the Andromeda galaxy.
The points represent the average apparent motions of the objects located
between the centre and the given radius. The solid lines are the respective
averages of all the circular proper motion averages and the dashed lines their
1σ dispersions.

Finally, we choose a subset of the points to represent the con-
tamination (1.8 per cent of the sample for the case of the fiducial
sample). These points are reassigned proper motion values by
drawing randomly from the function g above.

We build a thousand such models of M31 and the contamination
in the field, and each time we apply our fitting method in order to
recover the proper motion of the COM. The difference between the
value obtained and the value used to build the model indicates the
systematic biases with their deviations induced both by the observed
sample and by our method. This results in the values of (µα, µδ)sys =
(−0.73 ± 5.56, 0.36 ± 4.49) µas yr−1 (see Fig. 4) for the fiducial
sample. When applying the same test on the other samples, deviations
are found to be of the same order of magnitude. These results show
that our method does not produce strong biases in the measured bulk
proper motion of M31.

4 R ESULTS

4.1 Proper motion zero-point

The Gaia EDR3 catalogue goes far beyond the quality of the
Gaia DR2 catalogue, especially in terms of proper motion accuracy.
However, there are still systematic measurement biases. For example,
the offset in the right ascension direction is 10 µas yr−1 for bright
sources (G < 13, Fabricius et al. 2021). But in this study, the sources
considered are much fainter.

Thus, we have decided to derive a local value of the proper motion
zero points in each direction that we will take into account. To
obtain them, we use quasars (QSOs), which due to their distance
should have zero proper motion. The Gaia EDR3 sources being
considered as quasars are selected within a radius of 20◦, centred
around the position of M31. We used the QSOs listed in the table
agn cross id published as part of the Gaia archive. We also use
the catalogue of quasars by Liao et al. (2019), which was especially
compiled with the aim of being used for the validation of the Gaia
mission. A cross-match between these two catalogues gives us 27 407
known QSOs.

We derive the difference in proper motion between these two
catalogues in concentric circles centred on M31 COM, using radii
from 4◦ up to 20◦ (see Fig. 5). The lower limit is set by the radius at
which a circle centred on M31 contains at least 1000 QSOs, which
seems to us to be a sufficient value to have a reliable statistical
value. The overall mean as well as the average dispersion are then
calculated to get the errors and uncertainties caused by the zero-point
offset of the proper motions, (µα, µδ)off = (−4.36 ± 6.56, 8.13 ±
4.28) µas yr−1.

4.2 Andromeda proper motion

The method developed in this study is applied to each of the
selections described above to obtain the proper motions (and the
corresponding transverse velocities assuming a distance of 785 kpc)
in the heliocentric frame. These raw values are listed in Table 3.
Correcting these values for the proper motion zero-points and for
the small systemic bias (deduced from the method validation tests)
yields the values given in Table 4.

Lastly, the proper motions and velocities are converted into a
non-rotating reference frame centred at the position of the Sun.
To this end, we make use of the recent value of the motion
of the Sun with respect to the Galactic Centre derived by Reid
et al. (2019), (U#, V# + Vc,W#) = (10.6 ± 1.2, 247 ± 4, 7.6 ±
0.7) km s−1. These yield a reflex proper motion of (µα, µδ)# =
(37.6 ± 0.6, −20.9 ± 0.4) µas yr−1. When subtracting µ# from the
corrected values, we thus derive the final transverse velocity of M31
with respect to the centre of the MW. These values are provided in
Table 5. To evaluate the impact of the choice of the solar motion
on the final values, several other solar velocity values given in the
literature were also considered but the differences on the transverse
velocity of M31 are always smaller than 5 km s−1 in each direction.
Hence, the velocity of the Sun has a moderate impact on our results,
given the current uncertainties on the determination of the proper
motion of M31.

5 R E D S A M P L E C O N TA M I NAT I O N

Despite the smaller number of estimated bona fide red stars (∼1391)
compared to blue stars (∼1884), our MCMC method is still able to
measure the proper motions with small uncertainties, as can be seen
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The current state of affairs

Salomon et al. (2021, EDR3)

van der Marel et al. (2019, DR2)


with 

van der Marel & Guhathakurta (2008)


Sohn et al. (2012)

van der Marel et al. (2012)


Salomon et al. (2016)

M31 proper motion with Gaia EDR3 2599

Figure 6. Transverse velocities in the heliocentric frame with their associated
uncertainties. The purple triangle indicates a strictly radial approach between
M31 and the MW. The black cross is the weighted proper motion of four
results based on LOS velocity of satellite galaxies by van der Marel &
Guhathakurta (2008). The yellow diamond is the weighted proper motion of
three fields observed with HST (Sohn et al. 2012; van der Marel et al. 2012a).
The green triangles are estimates deduced from the perspective motion of
satellite galaxies (and hence derived from radial velocity measurements),
including (upper right) or not the plane of satellites (Salomon et al. 2016).
The grey triangle is the recent value derived from the Gaia DR2 catalogue
(van der Marel et al. 2019). Blue and red points are results derived in this study
with Gaia EDR3 data for blue young main-sequence stars and red super-giant
stars (respectively) using the different samples detailed in Section 2.2.

These stars follow the velocity dispersion of Galactic stars and
they are close to the observer. Consequently, the distribution of their
proper motions is scattered over a large range, compared to the
distribution of M31 sources. Moreover, as most of the stars belong to
the discs, combined with the fact that we are observing in a specific
direction, they have correlated kinematics due to the rotation of the
Galaxy. The proper motion distribution of the two joined (north-west
plus south-east ellipses) GOG red samples is (µα, µδ)GOG fields =
(0.15 ± 4.32, −2.35 ± 3.17) mas yr−1. This has to be compared
with the two joined Gaia EDR3 red samples in the same ar-
eas (µα, µδ)EDR3 fields = (0.22 ± 5.31, −2.66 ± 3.42) mas yr−1 (see
Fig. 7).

Several conclusions can be drawn from this comparison with the
GOG simulation. First, we have identified the origin of the main
source of contaminants which is indeed MW disc dwarf stars. The
level of contamination is broadly consistent with our estimation from
the Gaia EDR3 control samples both for blue and red samples. Given
the very small number of blue sources, we cannot extrapolate more
on this sample other than confirming that the contamination is very
low. It seems however that there are slightly more red contaminating
stars in the GOG catalogue. This could be due to the fact that there
is no crowding cut-off in the GOG star selection. Secondly, the
GOG and Gaia EDR3 red samples in the control fields have similar
values of the proper motion average and dispersion (in both proper
motion directions) which confirms that the kinematic behaviour of
the stars in this field is correctly predicted by the GOG catalogue (see
Fig. 7). Thirdly, the global offset in proper motion of the contaminant

Figure 7. Distribution of proper motion in mas yr–1 along the right ascension
(top panel) and in the declination direction (bottom panel) for samples of red
sources. The black and green histograms are the distribution of sources within
the two joined elliptical north-west and south-east control fields, for the GOG
catalogue and Gaia EDR3, respectively. The yellow distribution is that of the
central ellipse for the GOG catalogue. Note that the amount of sources for
the black and green distributions (two ellipses each) has to be divided by two
when comparing with the yellow one which covered only half of the field in
the sky (one ellipse).

distribution in the red selection follows the same trend as is observed
for the red population of M31: namely almost no deviation of the
central value in the right ascension direction but a large shift towards
the south. Of course, the proper motion of the contaminant population
and the derived proper motion for M31 are not directly comparable
as there is an amplitude difference of two order of magnitudes.
Nevertheless, the trends are similar and strongly suggest that the
presence of MW contaminant stars could bias results based on red
samples.

5.3 Discussion

Despite the fact that we now better understand the contamination of
the red sample by the MW foreground, there are still unresolved
questions. We have attempted many stricter CMD selections on
the red sample, but find that the discrepancy still remains between
the proper motion of M31 derived with the blue samples and the
red samples. Several hypotheses can be envisaged without being
confirmed with the current data.
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Figure 6. Transverse velocities in the heliocentric frame with their associated
uncertainties. The purple triangle indicates a strictly radial approach between
M31 and the MW. The black cross is the weighted proper motion of four
results based on LOS velocity of satellite galaxies by van der Marel &
Guhathakurta (2008). The yellow diamond is the weighted proper motion of
three fields observed with HST (Sohn et al. 2012; van der Marel et al. 2012a).
The green triangles are estimates deduced from the perspective motion of
satellite galaxies (and hence derived from radial velocity measurements),
including (upper right) or not the plane of satellites (Salomon et al. 2016).
The grey triangle is the recent value derived from the Gaia DR2 catalogue
(van der Marel et al. 2019). Blue and red points are results derived in this study
with Gaia EDR3 data for blue young main-sequence stars and red super-giant
stars (respectively) using the different samples detailed in Section 2.2.

These stars follow the velocity dispersion of Galactic stars and
they are close to the observer. Consequently, the distribution of their
proper motions is scattered over a large range, compared to the
distribution of M31 sources. Moreover, as most of the stars belong to
the discs, combined with the fact that we are observing in a specific
direction, they have correlated kinematics due to the rotation of the
Galaxy. The proper motion distribution of the two joined (north-west
plus south-east ellipses) GOG red samples is (µα, µδ)GOG fields =
(0.15 ± 4.32, −2.35 ± 3.17) mas yr−1. This has to be compared
with the two joined Gaia EDR3 red samples in the same ar-
eas (µα, µδ)EDR3 fields = (0.22 ± 5.31, −2.66 ± 3.42) mas yr−1 (see
Fig. 7).

Several conclusions can be drawn from this comparison with the
GOG simulation. First, we have identified the origin of the main
source of contaminants which is indeed MW disc dwarf stars. The
level of contamination is broadly consistent with our estimation from
the Gaia EDR3 control samples both for blue and red samples. Given
the very small number of blue sources, we cannot extrapolate more
on this sample other than confirming that the contamination is very
low. It seems however that there are slightly more red contaminating
stars in the GOG catalogue. This could be due to the fact that there
is no crowding cut-off in the GOG star selection. Secondly, the
GOG and Gaia EDR3 red samples in the control fields have similar
values of the proper motion average and dispersion (in both proper
motion directions) which confirms that the kinematic behaviour of
the stars in this field is correctly predicted by the GOG catalogue (see
Fig. 7). Thirdly, the global offset in proper motion of the contaminant

Figure 7. Distribution of proper motion in mas yr–1 along the right ascension
(top panel) and in the declination direction (bottom panel) for samples of red
sources. The black and green histograms are the distribution of sources within
the two joined elliptical north-west and south-east control fields, for the GOG
catalogue and Gaia EDR3, respectively. The yellow distribution is that of the
central ellipse for the GOG catalogue. Note that the amount of sources for
the black and green distributions (two ellipses each) has to be divided by two
when comparing with the yellow one which covered only half of the field in
the sky (one ellipse).

distribution in the red selection follows the same trend as is observed
for the red population of M31: namely almost no deviation of the
central value in the right ascension direction but a large shift towards
the south. Of course, the proper motion of the contaminant population
and the derived proper motion for M31 are not directly comparable
as there is an amplitude difference of two order of magnitudes.
Nevertheless, the trends are similar and strongly suggest that the
presence of MW contaminant stars could bias results based on red
samples.

5.3 Discussion

Despite the fact that we now better understand the contamination of
the red sample by the MW foreground, there are still unresolved
questions. We have attempted many stricter CMD selections on
the red sample, but find that the discrepancy still remains between
the proper motion of M31 derived with the blue samples and the
red samples. Several hypotheses can be envisaged without being
confirmed with the current data.
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The current state of affairs

Salomon et al. (2021, EDR3)

van der Marel et al. (2019, DR2)


with 

van der Marel & Guhathakurta (2008)


Sohn et al. (2012)

van der Marel et al. (2012)


Salomon et al. (2016)

M31 proper motion with Gaia EDR3 2599

Figure 6. Transverse velocities in the heliocentric frame with their associated
uncertainties. The purple triangle indicates a strictly radial approach between
M31 and the MW. The black cross is the weighted proper motion of four
results based on LOS velocity of satellite galaxies by van der Marel &
Guhathakurta (2008). The yellow diamond is the weighted proper motion of
three fields observed with HST (Sohn et al. 2012; van der Marel et al. 2012a).
The green triangles are estimates deduced from the perspective motion of
satellite galaxies (and hence derived from radial velocity measurements),
including (upper right) or not the plane of satellites (Salomon et al. 2016).
The grey triangle is the recent value derived from the Gaia DR2 catalogue
(van der Marel et al. 2019). Blue and red points are results derived in this study
with Gaia EDR3 data for blue young main-sequence stars and red super-giant
stars (respectively) using the different samples detailed in Section 2.2.

These stars follow the velocity dispersion of Galactic stars and
they are close to the observer. Consequently, the distribution of their
proper motions is scattered over a large range, compared to the
distribution of M31 sources. Moreover, as most of the stars belong to
the discs, combined with the fact that we are observing in a specific
direction, they have correlated kinematics due to the rotation of the
Galaxy. The proper motion distribution of the two joined (north-west
plus south-east ellipses) GOG red samples is (µα, µδ)GOG fields =
(0.15 ± 4.32, −2.35 ± 3.17) mas yr−1. This has to be compared
with the two joined Gaia EDR3 red samples in the same ar-
eas (µα, µδ)EDR3 fields = (0.22 ± 5.31, −2.66 ± 3.42) mas yr−1 (see
Fig. 7).

Several conclusions can be drawn from this comparison with the
GOG simulation. First, we have identified the origin of the main
source of contaminants which is indeed MW disc dwarf stars. The
level of contamination is broadly consistent with our estimation from
the Gaia EDR3 control samples both for blue and red samples. Given
the very small number of blue sources, we cannot extrapolate more
on this sample other than confirming that the contamination is very
low. It seems however that there are slightly more red contaminating
stars in the GOG catalogue. This could be due to the fact that there
is no crowding cut-off in the GOG star selection. Secondly, the
GOG and Gaia EDR3 red samples in the control fields have similar
values of the proper motion average and dispersion (in both proper
motion directions) which confirms that the kinematic behaviour of
the stars in this field is correctly predicted by the GOG catalogue (see
Fig. 7). Thirdly, the global offset in proper motion of the contaminant

Figure 7. Distribution of proper motion in mas yr–1 along the right ascension
(top panel) and in the declination direction (bottom panel) for samples of red
sources. The black and green histograms are the distribution of sources within
the two joined elliptical north-west and south-east control fields, for the GOG
catalogue and Gaia EDR3, respectively. The yellow distribution is that of the
central ellipse for the GOG catalogue. Note that the amount of sources for
the black and green distributions (two ellipses each) has to be divided by two
when comparing with the yellow one which covered only half of the field in
the sky (one ellipse).

distribution in the red selection follows the same trend as is observed
for the red population of M31: namely almost no deviation of the
central value in the right ascension direction but a large shift towards
the south. Of course, the proper motion of the contaminant population
and the derived proper motion for M31 are not directly comparable
as there is an amplitude difference of two order of magnitudes.
Nevertheless, the trends are similar and strongly suggest that the
presence of MW contaminant stars could bias results based on red
samples.

5.3 Discussion

Despite the fact that we now better understand the contamination of
the red sample by the MW foreground, there are still unresolved
questions. We have attempted many stricter CMD selections on
the red sample, but find that the discrepancy still remains between
the proper motion of M31 derived with the blue samples and the
red samples. Several hypotheses can be envisaged without being
confirmed with the current data.
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Where to from here?
• DR4 will be better… but not before the end of 2025. What can we do in the 

meantime?

• Squashing systematics by refining the QSO correction is likely key
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Figure 6: Tangential velocities of Fornax 
Globular clusters (open dots) as estimated from 
Table 1 after accounting for their statistical 
error bars and systematics related to 
correlations at small scales (~ 0.025 mas yr-1). 
The Fornax centre is at (0, 0) and for each GC, 
the coloured area indicates the 1s extent. GC 
tangential motions range from 20 to 50 km s-1, 
and then appear too large when compared to 
line of sight motions (≤ 15 km s-1), as it is 
expected if systematics dominate. The annulus 
indicates how GC1, GC2 and GC5 relative PMs 
can be evaluated at scales of about 1 degree.  

 
 
Task 3: Establishing the relative proper motion of M31 
Task 3.1: PMs of SG stars in the disk and warp: search for background reference sources 

  
Figure 7: Density of QSOs used to build the Gaia astrometric reference frame in the region centered on M31 (left 
panel). Note the very clear drop in density, by a factor ~2.5, in the region within 3° of M31, where only 
spectroscopically-confirmed QSOs were used. This region fully includes all bright M31 stars that are present in the 
Gaia data (right panel) including in the disk, which can be used to determine the M31 proper. 
 

The absolute astrometry in the M31 region is compromised by a lack of background reference 
sources necessary to, e.g., derive a ‘regional’ zero-point (see Task 1.1). Within 3° of M31, QSOs selected 
via broadband photometric selections are significantly contaminated by other sources and the Gaia 
reference frame was determined using only spectroscopically confirmed QSOs. These are much less 
numerous and, as can be seen in Figure 7, it leads to a significantly sparser QSO sample, with a density 
of only 19 deg-2, compared to >50 deg-2 at radii beyond 3 degrees. This is very likely the source of larger 
proper motion systematics than in most of the Gaia sky and must be addressed to reliably constrain 
the possibly small proper motion of the M31 galaxy. 

One of our aims in the present study is to increase the number of reference quasars in the 
inner region. This will be achieved by using Gaia’s photometric time series that will be published as 
part of the DR3 release in the first half of 2022 over a region of 5-degree radius around M31. This 

Distribution of blue 
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Where to from here?
• DR4 will be better… but not before the end of 2025. What can we do in the 

meantime?

• Squashing systematics by refining the QSO correction is likely key


• Why the structure?

• Far from M31, using photometric selection of QSO


• Near M31, too much contamination for this selection;                                                                                 
using spectroscopic quasars instead


• Can we improve the catalogue?
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How to improve the QSO catalogue?
• QSO photometry varies differently from bulk of variable stars (stochastic vs. periodic)

• How point-source varies in Pan-STARRS1 → catalogues of QSOs (and RRLyr)

Figure 18. Distribution of the 399,132 QSO candidates (0.6�pQSO�1, purity = 82%, completeness = 75%), shown in Mollweide projection in Galactic coordinates. A contour plot of the reddening-based E B V( )-
dust map (Schlafly et al. 2014) is overlayed.
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How to improve the QSO catalogue?
• QSO photometry varies differently from bulk of variable stars (stochastic vs. periodic)

• How point-source varies in Pan-STARRS1 → catalogues of QSOs (and RRLyr)


• PS1 catalogue can be improved/replaced with the                                                                     
Gaia Andromeda Photometric Survey

• Photometric time series for 1.2 millions                                                                                                 

sources with 5.5° of M31


• Space-based observations, so fewer issues                                                                                                    
than with PS1 near M31 (e.g., crowding)?


• Exquisite Gaia photometry                                                                                                                          
→ more accurate variability measurements


• + confirmation with wide-field multi-object spectroscopy                                                                 
(e.g. WEAVE)

A&A proofs: manuscript no. output

Fig. 8. Sky distribution of the sources in equatorial coordinates
weighted by the number of GRP observations.

Fig. 9. Sky distribution of the sources in equatorial coordinates
weighted by the colour of the source.

smaller than the number of sources in the range [0.8,0.9]. When
this condition is met, the corresponding correction is the one to
be adopted. The step size of the decrease is 0.05 mmag for G and
0.2 mmag for GBP and GRP.

The results of this analysis are shown in Fig. 12 in compar-
ison to the median quoted errors. Table 2 shows the results as
a function of magnitude. These can be interpolated for generat-
ing the appropriate error to add in quadrature for each transit.
In the cases where the algorithm has failed, for example where

Table 2. Additional single transit errors for G, GBP, and GRP as a func-
tion of magnitude. The dashes are where the algorithm has failed.

Mag G GBP GRP
9.5 0.0003 0.0008 0.0007

10.0 0.0003 0.0009 0.0007
10.5 – 0.0011 0.0012
11.0 0.0007 0.0014 –
11.5 0.0008 0.0020 0.0013
12.0 0.0013 0.0026 0.0014
12.5 0.0016 0.0025 0.0016
13.0 0.0009 0.0025 0.0016
13.5 0.0009 0.0025 0.0020
14.0 – 0.0027 0.0028
14.5 0.0010 0.0031 0.0035
15.0 0.0010 0.0037 0.0052
15.5 0.0012 0.0053 0.0070
16.0 0.0014 0.0079 0.0096
16.5 0.0017 0.0112 0.0151
17.0 0.0021 0.0164 0.0224
17.5 0.0025 0.0220 0.0324
18.0 0.0032 0.0364 –
18.5 0.0041 0.0480 –
19.0 0.0052 0.0704 –
19.5 0.0071 – –
20.0 0.0091 – –

there are too few data points, no value is given. Interpolation
over these points can be carried out. Extrapolation is not advised
and the end values should be used in these cases.

From Fig. 12 and Table 2 it can be seen that the G additional
errors are much smaller than those of GBP and GRP. This is due
to the G values being an average of up to nine values. For the
additional errors, the G ones are smaller than the median error
by a factor of about two, whereas the GBP and GRP ones are
around the same size as the median quoted errors.

5.2. Magnitude-based systematic errors

Within the internal photometric calibrations, no terms depend-
ing on magnitude are used (Riello et al. 2021). This is because
the reference photometry used for these calibrations is derived
from the photometry itself in an iterative loop. Introducing a
magnitude-dependent term into the calibration would cause con-
vergence problems to arise that are due to the overall system
being degenerate.

Using the data in this survey, it is possible to see the scale of
the magnitude-dependent systematic e↵ects in each of the three
passbands by looking at the di↵erential magnitude systematic er-
rors. In future processing cycles, these e↵ects could be calibrated
out once the mean reference photometry has been determined.

A number of e↵ects can cause systematic deviations as a
function of magnitude which can be very di↵erent between the
G passband data and that of GBP and GRP. For G, the main e↵ect
comes from the fit of the LSF or PSF to the sampled data. If the
calibration of the LSF/PSF is not perfect, then magnitude e↵ects
can arise that are due to the weighted nature of the fit.

The other significant e↵ect comes from the calibration of the
background. This a↵ects G in a similar manner to GBP and GRP.
Problems with this calibration lead to a systematic e↵ect at the
faint end, similar to a hockey stick. For the G photometry, an oc-
casional systematic can be seen at around G=11 which is caused
by saturation that is not mitigated by the gating strategy of Gaia.

Article number, page 6 of 14
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Measuring the proper motion of M31

• It's incredibly hard!

• A lot of beautiful work was done over the years using HST, satellites, and now Gaia

• It's likely none are perfect and they all have (different?) systematics


• But there's a clear path forward with 3 independent avenues:

• HST with longer baselines and segue into JWST era (20–30 year baseline?)

• Refine satellite-based inference with increasing sample of satellite dwarf galaxies 

and globular clusters (esp. more distant)

• Better Gaia-based inference by reducing the systematics around M31 with a more 

populated QSO reference frame


